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SUMMARY REPORT

The Second Conference on Standards
for the Interoperability of Defense Simulations

January 15-17, 1990 Orlando, FL

INTRODUCTION

This report presents a summary of the activities of the Second
Conference on Standards for the Interoperability of Dcf-=s-
simulations Fponszrad Iy I.he ue.inse Advanced Research Projects
Agency (DARPA) and the Program Manager for Training Devices (PM
TRADE). The workshop was hosted by the Institute for Simulation
and Training / University of Central Florida (IST/UCF) on 15-17
January 1990, in Kissimmee, Florida.

This is the second workshop concerning the development of
technicafstandards for networking defense simulations. These
standards are intended to meet the needs of large scale simulated
engagements systems which are being used increasingly to support
system acquisition, test and evaluation, tactical warfare
simulation and training in DoD. The primary goals of this
workshop were to provide a forum and discuss issues prior to the
development of a Protocol Data Unit level standard, to capture
networking requirements and needs, and to exchange ideas and keep
interested parties informed on networking technology issues.

The three day workshop focused on two major topic areas:
Communication Protocols and Terrain Databases. The Communication
Protocols was headed up by Dr. Ron Hofer, Chief, Engineering, PM
TRADE. This group was mainly concerned with what goes over the
wire. The following subgroups dealt with those issues:

* Interface
* Time/Mission Critical
* Security
* Long Haul/Wide Band
* Non visual

The Terrain Databases Working Group was headed up by George
Lukes, Director of the Center for Autonomous Technologies, U. S.
Army Engineer Topographic Laboratory. This group was mainly
concerned with how the terrain data is interpreted. The
following subgroups dealt with those issues:

* Correlation
* Dynamic Terrain
* Unmanned Forces
* Interim Terrain Database



In response to comments made at this workshop, a new subgroup is
being formed to address Human Performance Measuies. This
subgroup will address requirements for recording and assessing
student performance in the simulators on the network. As part of
this effort, issues concerninq instructor interfaces for
controlling exercises and evaluating student performance will be
addressed. User inputs about needed capability for networked
simulators will be solicited. Mr. Bruce McDonald, Institute for
Simulation and Training, will chair this subgroup, and any
comments and suggestions should be directed to him.

This report has been separated into three volumes. Volume I
contains summaries of all presenters' speeches. Volume II
contains an attendees list, a copy of the view graphs used during
presentations, and a copy of all documents that were submitted at
the conference for the attendee information. Volume III contains
a copy of all position papers received by IST/UCF by 15 February,
1990.
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iosition oal,, On adopting the Si nit t 1 ocal .A.rca NetNork
Protocol as the Local Area .Netork Standard

In ge-:ral Ae feel the Simnet local area network protocol is a viable candidate for the military local
arta network standard. It is both flexible and expandable, and distributes the processing needs
well. There are however, at least two specific issues which must be addressed before the Simnet
protocol can be applicable to the general military needs. These issues are:

1) Sending a matrix definition for the orientation (heading, pitch and roll) of a vehicle in

the vehicle appearance PDU.

2) Sending non-dynamic and non-compact data in the vehicle appearance PDU.

We will now look at each of these two issues in detail, and then mention a few other concerns we
have about the proposed protocol.

1. Sending a matrix definition for the orientation (heading, pitch and roll) of a vehicle in the
vehicle appearance PDU.

We believe this is the most serious issue in keeping the Simnet protocol from becoming applicable
to the general military needs. By sending a matrix for the orientation of the vehicle instead of the
actual heading, pitch and roll angles, two important abilities are lost. First, the ability to
extrapolate (or dead-reckon) the vehicles orientation is lost, since in matrix format the actual angles
are not extractable, and extrapolation with the matrix is not viable. This is probably not critical in a
tank simulation, where changes in the orientation of a vehicle is generally slow. In a high fidelity
aircraft simulator (where heading, pitch and roll changes happen both rapidly and sporadically)
however, the ability to extrapolate is paramount. Without this ability, the network load to keep the
visual image acceptable is astronomical. The ability to extrapolate the orientation by higher order
equations is also lost (e.g., an airplane in a smooth banked curve).

The second problem is the inability to time correct for network delays. Since the simulator does
not have the actual angles, it can not determine the proportion of correction needed based on the
time variation. Time corrected data will be very important in a network collision environment
where the time to transfer a packet is indeterminate.

We believe there are definite advantages to sending a matrix to describe the orientation of a vehicle,
but we believe these advantages are outweighed by the abilities that are lost (extrapolation and time
correction) in sending a matrix instead of the actual angles. These two abilities are fundamental to
a high fidelity simulation. We also believe that the extra 24 octets (20% of the vehicle appearance
PDU) needed to describe the matrix as apposed to the actual angles is also more aetrimental to the
system than the extra processing needed to recompute the orientation matrix for each vehicle in the
field of view. We believe the network traffic is going to be the limiting factor in simulation fidelity
and expandability, and reducing the amount of information on the network should be first priority.

2. Sending Nonddynamic and Non-compact data in the Vehicle Appearance PDU.

As stated previously, we believe that network traffic will be the limiting factor for simulation
fidelity and expandabiity, and should be addressed with the highest priority. In the July 31, 1989
"THE SIMNET NETWORK AND PROTOCOLS" manual by BBN Systems and Technologies
Corporation, the vehicle appearance PDU, which will comprise most of the activity on the local
area network, has the following non-changing fields in it.

1) vehicle class (1 octet) 4) markings (12 octets)
2) force (1 octet) 5) capabilities (4 octets)
3) guises (8 octet)
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initializ.ation (activation) of the vehicle or when a new vehicle is added to the simulation. All this
information about other vehicles could be stored relative to the vehicle's ID. Only when a vehicle is
added to the simulation should each vehicle broadcast the above information about itself, allowing
the added vehicle access to this static information. Other inefficiencies in the vehicle appearance
PDU are the following. Sixty-four bit floating point numbers to represent the vehicle in world
coordinates is overkill. Forty bits is enough accuracy to position a vehicle anywhere on the world
with an accuracy of above 1/100 of a foot. We realize that a 5 octet number (40 bits) is not as
convenient as a 64 bit number but an easy conversion could be made after the number arrives at the
simulator. This change would save 9 octets (7.5%). Also, it seems reasonable to compact engine
speed into 1 octet and the stationary flag into one octet, saving 2 more octets (1.7%). Combining
these changes with sending the actual angles instead of a matrix (a savings of 24 octets), 61 octets
(51%) of the total size (120) of the vehicle appearance PDU can be saved. Since the vehicle
appearance PDU will comprise the majority of the traffic on the network, a substantial increase in
performance and expandability should be attained.

Large packet sizes not only decreases the performance and expandability of the network, but also
increases the processing time for each individual simulator to read the additional information off the
net-work

3. Other concerns abou the proposed standard.

1) For high fidelity simulations, time stamping to an accuracy of a milisecond is too
coarse. We suggest an accuracy of at least 1/8 of a millisecond.

2) A protocol for communicating changes in the state of the database (blown-up buildings
or bridges) to vehicles entering the simulation late has not been proposed. We believe this
is a critical issue, which must be addressed early in the design.

3) A constant/near constant delay is impossible to attain in a non collision free network
environment, since wait periods are pseudo randomly generated after a collision. This will
be a problem fr high fidelity simulations such as aircraft dog fighting. We believe a
protocol change might be needed to allow for a more predictable network delay in certain
situations.

4. Conclusion

The Simnet protocol is well suited for the slow moving simulations, such as tank simulators. It is
not, in it present state, however, applicable to high fidelity, fast moving simulation such as aircraft
dog fighting. Since these types of simulations will most likely be part of the future military
network, modifications to the proposed standard are needed to make it applicable to these cases. In
particular, the following changes need to be made:

1) The actual orientation angles need to be sent in the vehicle appearance PDU.

2) All PDUs should be as compact and small as is practical. Especially the vehicle
appearance PDU, since it will comprise the majority cl the network traffic.

3) The following issues as they relate to high fidelity, fast moving simulations, should be
addressed as soon as possible: time stamping accuracy, notification of state changes in the
database, and variations in network delay.
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Time/Mission Critical Issues
For Networks of Simulators

Gary R. George
Staff Engineer

CAE-Link Flight Simulation
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Introduction

Adverse effects of iviation simulator latency and low computer

update rates of single simulation devices have been well
documented (1-5)*. Also an FAA standard has been developed to

specify latency in single simulators for various training levels

(6). The effects of latenc.es on simulator trainees has been the

inability to perform high gain tasks such as aerial refueling and
a phenomenon known to simulator trainees as simulator sickness.

Published research into the effects of latencies in regard to
networks of simulators has been limited (7,8). As with the case

of a single simulator it is expected that latencies in data
transfers between devices will have some adverse or undesirable

effects. Johns (8) has found from preliminary research that 300
ms is the maximum delay tolerable for certain fighter air to air
weapon engagements in networked simulators. Although this issue

paper will not attempt to set a minimum network latency or update

rate (since there is insufficient research to base it on) there
are a number of specific examples of time or mission critical

tasks which will most likely or from our experience in actual

simulator networking be very critical in regards to team training

and mission rehearsal.

* This is only a partial list of references (For further

references please contact the author)

5



Maior Issues

The aviator like other members of the combined arms team needs to

process a great deal of information, but the aviator's operating
environment has an added dimension, height above the terrain.

This and his mobility on the battlefield, force him to learn to
perform with three distinct differences over other ground based

elements:

1) The amount of information the aviator has to process is

larger due to aircraft complexity, and his larger picture of
a complex battlefield environment.

2) The processing of that information must be accomplished
quickly due to the high mobility of the aircraft and its

threats.

3) The accuracy of the aviator's tactical decision making must

be correct the first time, even under the time pressures
typical of air combat.

This means high workloads under stressful conditions, near

information overload with time as a critical variable. An error
in decision making or situational awareness can result quickly in
catastrophe. This is not meant to imply that a decision-making
error in ground based forces, for example, cannot have a tragic
end. The important point is that the aviator tends to have less
time to correct an error as well as having another dimension, and
another time frame within which to make it.

In order to provide realistic team training and mission rehearsal
with these high speed workloads for the aviator via networks of

simulators tne effects of latency and update rates between
devices is a critical issue for various time compressed tasks.
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The following discussion will use four specific examples to

illustrate the adverse effects on mission critical tasks due to

latencies and low update rates. These examples from our

experience are only a few and as further networking research is

done other mission critical tasks for the aviator in particular

will be added. The mission/time critical examples include:

1) Escort flight with several aircraft including different

types

2) Air-to-air refueling involving several aircraft

3) Air-to-air combat

4) Coordinated attack such as target handover

For each, the considerations of both update rates and overall

latency will be discussed.

Background

Much of the contents of this report are from actual networking

experience of Multiple Simulator Networking (MULTISIM) by CAE

Link (9-15).

Expansion of Issues

Escort Flight - Military operations will use teams of rotor wing

and fixed wing aircraft in support of ground and naval forces.

Rotor wing aircraft will be combined into teams of attack and

scout aircraft and will require teams to land in confined landing

zones. Others will be used as cover for unarmed utility

aircraft. Fixed wing aircraft will fly with various wingmen.

This escort flight will be done at high speed with aircraft in

close proximity of each other. For rotor wing aircraft this will

be done at nap-of-the-earth using the terrain and cultural

7



features to the pilot's advantage. In actual operation with

night conditions as a further disadvantage several tragic mid air

collisions have occurred including Desert 1. In order to
effectively train team escort flight it is essential that
aircraft position of networked devices re'itive to each other be

precise otherwise false crash cues can be expected.

A further analysis can be done if the crash mechanism from
simulation is examined. The crash response normally comes froL,
the simulator image generator when there is a intersection of

crash volumes or ownship faces.

A typical crash volume is defined for a rotor wing aircraft in

figure 1 and is typical of some image generators. It consists of
volumes represented by polygons around the ownship model and the

rotors in the case of the rotor wing aircraft shown. Crash

indication between aircraft would then occur when volumes between
simulators on the network intersect. Some intersections which

just barely intersect the volume might result in a soft crash

indication such as a slight bump cue perhaps. Massive

intersections would, of course, result in a catastrophic crash
conditions with resulting cues.

SIMNET protocol uses a dead reckoning technique which works very
well for ground type simulations. The technique requires each

device to maintain a detailed model of itself as well as an
extrapolation model which all other network devices have also.

When the error between these states for rectilinear position is
more than 10% of the vehicle dimension or more than 3 degrees in
attitude the accurate position from the detailed model is
broadcast on the network. The end result is to optimize the
network traffic and maintain it within the bandwidth of the

system.



Consider the rotor wing aircraft model in figure one. This

Chinook (UH47) is approximately 54 feet in length from rotor tip

to rotor tip. A 10% error then corresponds to 5.4 feet for the

longitudinal axis. The UH-47 has a cruising speed of 160 knots

or 270 ft/sec. For the SIMNET protocol the maximum state update

i.e. zero dead reckoning is 15hz. It is easy to develope the

distance traveled in that time at 160 knots to be:

s - vt - 270(.067) = 18 feet

This is already three times the threshold indicating the update

rate to be insufficient. If a modern fighter with air speed much

greater than UH-47 is analyzed the displacements increase much

more. It is important to note that this does not include the

latency due to the network medium itself further compounding the

problem.

The granularity of the data then produces uncertainty in position

both in the data base in regard to aircraft crash volumes or

faces intersecting cultural features, terrain and to other

networked devices. The result being that false crash indications

are to be expected for networked aircraft working in close

confined escort missions. The immediate effect for team training

for the user would be to fly further apart and keep maneuvers

simple unlike that found in actual combat.

A further consequence of this 15hz update and network delays will

be large steps in state resulting in stepping or jitter of visual

presentations of networked simulators resulting in eye strain and

possible disorientation or simulator sickness.

Air-to-Air Refueling

This very difficult task is necessary in a number of missions

including mission rehearsal. Figure 2 shows a typical rotor wing

9



refueling. It involves approaching the fueler and docking the

probe and basket and then maintaining coordinated flight with

both the refueler and possibly another refueling aircraft.

Effects of turbulence require exacting aircraft controls - visual

coordination between the aircraft, probe and basket.

Currently simulation which is used for aerial refueling training

for single devices includes an automated refueler for a single

simulator. Aerodynamic and turbulence modeling as well as crash

conditions for probe and basket (bump cues for probe/basket

intersection) are considered. Therefore over the network comes

information about not only the aircraft state but the position of

the hose and basket relative to the refueler aircraft. In the

content of networking this extremely high gain task (and in many

cases a mission critical task) can only be done with sufficiently

high update rates of state between devices. We have found in

single simulators with automated refuelers that even aircraft

updates at 30hz can cause pilot induced oscillations in docking

the probe and basket. In trying to dock with the basket, the

basket as it moves must be smooth in the visual presentation and

its position relative to the probe must be precise. With the

turbulence the boom will move around significantly making it

jitter for dead reckoning or extrapolation. Deadbanding these

effects should not be considered since the effects of small

displacements are important for training.

If the state updates between devices are inadequate the ability

to perform air-to-air refueling will be significantly impaired or

impossible to perform in a team training setting.
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Air-to-Air Combat

This high gain task requires that aircraft be flown at top

performance using the total aircraft and system to defeat a foe

in aerial combat. There are several combinations such as one on

one, two on one, etc.

Each member of a networked simulation system is faced with both

opponents and defenders whose present position and orientation is

not current. The state is representative of some state along the

flight path at a past time depending on the latency. For the

highly dynamic nature of air-to-air combat differences in both

range-and orientation between devices will widely ,arvy

As previously discussed the uncertainty of position can also

cause false crash cues for air-to-air combat. Another area where

low update rates and time delays between networked device will

cause problems is weapon scoring. Johns (8) has pointed out time

delays will tend to be advantageous to the attacking aircraft.

This is due to the fact that the defending pilot and his

simulated sensor system would suffer delay in what is sensed of

an attack and countermeasures (e.g. jamming, flares, etc.) would

be delayed to counteract the attackers weapons. Air-to-air

combat is split second decisions and actions to survive and fight

again in the real world. Thus, the attacker has a false

advantage in a team training setting and may score better in

kills that in reality would not be that high.

Uncertainty in position also provides uncertainty in regard to

where weapons hit and the ability to kill targets, further

degrading realistic scoring. The amount of delay will depend on

the weapon type with Johns (8) noting gun engagements in

particular can tolerate a maximum 300 ms delay for the defender

aircraft.
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As with escort flight, jumping or jittering targets that would be

expected with low update rates and large latencies will cause

eyestrain and fatigue in air-to-air engagements.

Coordinated Attack

This type of team effort for aviation can include target handover

between different aircraft. Examples include remote lasing of a

target while another aircraft fires a laser guided missile and

the coordinated effort between the A10 and AH64 in Joint Air

Attack Team (JAAT) (17) with the Maverick missile.

Figure 3 shows a typical target handover. Aircraft A lases the

moving ground target while Aircraft B fires a laser weapon. This

is a fire and forget mode for aircraft B. The laser simulation

for more advanced devices includes beam width effects, visibility

and beam spill over. These effects are important for training of

mission ready optimum lasing techniques that has been

successfully implemented on the AH64 Combat Mission Simulator

(18) for the training of mission ready Army crews. The exact

position of the weapon hit is also important factor. Where the

missile hits on the target will have an effect on the kill

status. For example if a track is hit the target is immobilized.

If it hits reactive armor then there may be little effect. If

the missile trajectory is flown by the firing aircraft simulator

it will fly to the perceived or delayed laser spot position as

designated by aircraft A. The key for the operator of aircraft A

for a kill is to have the laser centroid on the target at the

terminal approach of the weapon. This includes lasing at the

last minute such that detection or counter-measures are not used

by the threat. Due to errors in target position (caused perhaps

by inadequate update rates) or different delays between the

target position and the laser spot position transmitted to
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simulator B it is possible to have perfect lasing on target by

simulator A but have simulator B score a miss since there is a

miscorrelation between the laser position and where the missile

actually hits the terrain in the world of B.

It should be apparent that this is a difficult correlation

problem to solve for significant delays due to slow update rates

and network latency. Since the delays for target position and

laser spot position will be different, time tagging for dead

reckoning or extrapolation of these states would be necessary.

Also, extrapolation accents the noisiness of the laser spot

position causing it to jump and jitter especially for high

angular sensor rates common to current sensor systems (in excess

of 60 degrees/sec) with auto trackers and manual inputs combined

with long delays. Possible uses of modern estimation theory may

be useful for this difficult problem.

A solution (at least partially) is to fly the weapon from the

designating aircraft A. There is still delay between the target

position and the designating aircraft for which dead reckoning or

extrapolation must be used to predict target position relative to

the laser spot. Again, the problem of noise and the laser spot

jumping has to be considered and has been a considerable problem

to solve from our experience. A further disadvantage to this

approach is that each device which can be a designator must have

complex weapon models.

Another approach has been to just compare the line-of-sights

(LOS) of the targets with the designator LOS and assume that the

LOS closest to the designation is the target to be scored or

impacted. A roll of the dice then determines lethality of hit

rather than a more exact hit method as previously described.

There exists the potential with multiple targets to select the

wrong one especially if the targets are close together.

13



Recommendations

Some specific examples of time/mission critical tasks have been

presented. From our experience with networked aviation

simulators especially for high gain tasks it is apparent that

high update rates are required with minimal network

latency to perform these functions. We know also that 15hz and

low bandwidth network media work well for ground based selective

fidelity devices.

The question then is really what is required for various types of

simulators, in regard to latencies and update rates.

The following should be considered:

1) A combined effort of industry, academia and government to

analyze various team tasks in regard to specific simulators

and determine latency and update rate requirements. The

extensive research done for single simulator latencies can

become a foundation for this research. Also, there is a

considerable amount of expertise in simulator latency (NASA,

NTSC, ASD, industry, etc.) that could be used in this study.

The bandwidth of the network must be determined by task and

mission requirements, much like the concept of mission

oriented simulator design for simulator development recently

applied to several single simulators. (19,20). Latencies

and low update rates can cause anomalies and systems

characteristics that are not representative of actual

operations in team training. This is extremely important

for team training as well as weapon systems evaluations that

has been promoted recently using networks of simulators

14



where these effects could bias criteria for an actual

weapons or avionics development.

2) The concept of groups of low and high bandwidth networks

interacting via smart gateways i.e. being interoperatable

must be considered.
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INTRODUCTIOH

Military aviation forces are responsible for a number of specific

missions which take advantage of the aviator's mobility and
greater view of the battlefield. Due to the height degree of

freedom the aviator is very concerned with his environment and
how he can effectively use it to his advantage. For example,
teams of rotor wing aircraft use the terrain to their advantage

being able to accurately navigate to positions avoiding threats.

For special operations crews, long range rendezvous missions

involving several aircraft will be necessary under various
weather conditions. Close air support teams for air -to ground
weapon delivery will require specific navigation to the forward

area of battle to effectively avoid threats on their planned

course.

As team training objectives are developed and the use of

networked simulators for advanced mission training and rehearsal
becomes available, the concerns over correlation of environmental

simulations between networked devices to support mission training

and rehearsal will be particularly important. This issue paper
will define the issues in regard to environmental correlation for

networked simulators of both existing and new devices.

Furthermore, some options for each issue will be suggested for

consideration.

Major issues

The major issue topics of Environmental Correlation as they

relate to networking are the following subjects:

1. Attributes of the Navigation Facilities

2. Earth Model Definition

3. Global Positioning System Satellite Coverage
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4. Magnetic Variation Determination

5. Pressure, Wind, and Temperature Models

6. Weather/Smoke/Special Effects

Background

Much of the contents of this report are from actual networking

experience of Multiple Simulator Networking (MULTISIM) by CAE

Link (1-5). An over-all general review of navigation can be

found in reference (6), Army FM1-5. Outside references are very

limited in the general subject of environment simulation (7,8).

Expansion of Issues

Attributes of Navigation Facilities - Actual aircraft missions

need a number of navigational facilities (TACAN, VOR, ILS, etc.)

for navigation. Navigation Environment Simulations require the

storage of radio/navigation and communications systems data.

This data must be easily accessible and useable in real time.

This data, also, must be easily updated including addition or

deletion of stations, as well as changing existing station data.

Furthermore this data may need to be changed quickly for mission

rehearsal.

In order to accomplish this, many simulations use a special

compiler to build or modify a file of radio navigation facility

parameters in disk storage. This data is obtained from the DoD

Flight Information Publications (ref. 9). The data in disc -

storage is usually different for various simulators. Facility

type data is dependent on the aircraft communications and

navigation equipment and the mission of the simulated aircraft.

This difference can obviously cause a problem with a number of

networked simulators performing a coordinated mission.
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Navigational aids should be common for the various devices. The

solutions to the problem are:

1. Change the navigational facilities file such that it is

common for each device. This would require a

coordinated effort to review the data with a number of
different contractors for each simulator. Also,
facilities parameters are updated often and a continual
coordinated update would be required. Retain separate
and simulator unique data for individual training.

Disadvantages are that file space may overflow and
there is the added task of redefining the necessary

navigational facility data.

2. Define unique navigational facility data in a similar

manner to (1) but have it reside in a central point on

the network with a unique node. Disadvantages in this
approach include the requirement to change some
indexing on each device for a common list and provide

logic to use the central point data only in network

mode.

Barth Model - In simulation, positions of the aircraft are
derived as a function of the equations of motion. More advanced
simulations use navigation geometry software to integrate the
resultant aircraft velocities into latitude and longitude.

Latitude and longitude is converted to UTM coordinates when
required. This defines the actual position of the simulated
aircraft in the world. Differences in the type of earth model

(e.g. flat earth, spheroid, world geodetic system) used by each
simulator could provide inconsistencies in the locations computed

by networked simulators.
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This is of particular concern for long distance interception and

coordination of location between aircraft. Another consideration

is that the particular earth model used will be dependent on the

simulated environment (e.g. it may vary as a function of the

location in the simulated world). Options available for the

earth model include:

1. The use of a central point on the network to provide

all devices with a uniform model. Use of a unique

network node or central point on the network would

require each device to provide rates from equations of
motion which could be integrated into the corresponding

latitude and longitude as determined by the specific
earth model at the central point. For the non-network

mode, each device would revert to its own model. A

major disadvantage of this approach is transport delays

for positioning update data.

2. Change earth modeling to a uniform one for all
simulators. In many cases, the particular model is

dependent on the on-board avionics system. It may be
necessary to have the original earth simulation modeled

after the on-board avionics and the uniform one for

networked positioning. A general trend on earth model
simulation is the World Geodetic System (WGS)-84 .

Disadvantages to this approach include software changes

at each simulator and definition of the most

advantageous model.

Global Positioning System (GPS) Satellite coverage - The use of

the Global Positioning System for accurate navigation will be

particularly important for deep strike penetration and special

operations. The effectiveness of this system is the satellite

coverage at the time of the mission. Four satellites are needed
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to provide accurate three-dimensional position, as well as

coordinated universal time, and velocity. Three satellites can

provide slightly degraded operation. Obviously, missions will be

defined such that coverage is optimal if possible. Certainly,

other factors such as time of day, weather, etc. will be

considered.

Currently, modeling of satellite coverage for GPS simulation is

done on some simulators. Typically, the GPS position is derived

from the simulated aircraft position on the earth model plus

instructor induced GPS positional errors. For complex networked

team missions, (particularly unique mission rehearsal), the

effects of satellite coverage and its relationship to navigation

accuracy is necessary. The effect of one team being delayed

(malfunctions, lost time, etc.) in a support mission and loss of

accurate GPS requiring use of other systems must be considered.

The options for the GPS satellite simulation are:

1. Use detailed models somewhat like that available from

Dr. Glenn Siebert from SRI International.

Disadvantages here are that computer resources would be

taxed. The most likely place for an advanced

simulation similar to this is at a central point on the

network.

2. The most likely approach is to use a file with

satellite data to determine coverage and

characteristics. This approach could be done at each

simulator but would be best accomplished at a central

point.
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Magnetic variation

Magnetic variation always seems to be a confusing subject. The

difference between true and magnetic north varies at different

earth locations. Differences in the way magnetic variation is

defined between networked devices will cause navigational errors

for intercept and coordinated attack. Simulation of magnetic
variation in the navigational environment is done in a number of

ways:

1. Provide constant value of magnetic variation for

simulations which use relatively small data bases.

2. Use of a spherical harmonic model (similar to the one

used to produce the Naval Oceanographic Magnetic

Variation Charts) to generate magnetic variation for a
given location, altitude, and date.

3. Interpolation of data using a very large data base
magnetic variation values (in special files) for the
entire planet or specific gaming area. The DoD

publishes magnetic variation in formation for airpurt

locations in Flight Information Publications (FLIPs)

(9).

The options available to get magnetic variation consistent in
networked simulators are: Use of a general method or model at
each device or apply that same model at a central point on the
network. A device with a unique node on the network would take

each network device's position and determine the corresponding
magnetic variation based on some model. Consideration of the
team mission is necessary. Long range mission rehearsal
certainly cannot use fixed or constant magnetic variation.
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Pressure. Wind. and Temperature (P T)

Pressure, wind, and temperature simulation provides a weather
environment in which pressure pattern navigation can be
accomplished and in which pressure, wind, and temperature have a
realistic effect on aircraft system performance. Correlated PWT
simulation for networked simulators is necessary for team
training. Naturally, the simulation varies among simulators
based primarily on mission and simulated global position

including:

1. Constant values set at initial conditions or by

instructor edits similar to existing simulators. Some

may be altitude dependent such as wind, speed, and
direction at different altitudes.

2. Provide disk data on wind speed, wind direction,
outside air temperature, and the true altitude
associated with each of the pressure layers at a grid
point. Interpolation is done at positions away from
the specific points.

Options to incorporate PWT into networking are similar to other
navigational environment issues. That being to define a
necessary model for the team training mission requirements and
incorporate it at each device or at a central point on the

network.

f fects of Weatber

Pilots have historically made tactical decisions based on the

weather situations. Weather effects especially over large bodies

of water can change quickly and flight crews must be familiar

with its possible consequence on mission performance. Little has
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been published on weather effect requirements (10) for

simulation.

For networks of simulators there are two issues:

1. The need for realistic weather simulations for long

range mission rehearsal and team training requirements.

2. Consistent or correlated weather and visibility
conditions(for out the window visual, sensors and weapons)

between networked devices. Associated issues include

special effects of smoke and fog on various laser and

weapon performance for networked devices.

Recommendations

The navigation environment issues are much like that of the

tactical threat environment. Many of the navigation functions of
environment would be best controlled and environmental factors

determined at a central point to be shared by all networked

simulators. The position of each device would be sent over the
network to the central point and the various environmental

factors determined (e.g. magnetic variation) and sent back to the

devices. The concept of a "Universal Environment Simulator" to

include both tactics and navigation environments for all
simulators on the network may be necessary.

Definition of the models (e.g., earth, magnetic variation) will
be determined by the team training and overall mission

objectives. A utilization study would be helpful in this

determination. For the short term, the following needs to be

accomplished:
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1. Determine differences in accuracy between various earth

models currently used in simulation.

2. Define an adequate satellite model or look up tables

for GPS simulation. This should be done in context of

mission rehearsal requirements.

3. Study the possibility of a Universal Environment

Simulator on the network for tactical and navigation

environment.

4. Determine weather simulations necessary for team

training.

5. Determine visibility correlation for out the window,

sensortand weapons.
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This position paper addresses the networking issues of
interfacing existing simulators and simulators of different
fidelities.

Introduction

Link Flight Simulation has been actively involved in advanced
real-time simulation networking for several years. Link's
Multiple Simulation Networking (MULTISIM) team has concentrated
its efforts on meeting the combined-arms training needs of the
aviation community with emphasis on the demanding nap-of-the-
earth operational requirements imposed by helicopter attack
teams, including air-to-air scenarios. Through the MULTISIM
program, Link has acquired tremendous experience in real-time
networked system performance, techniques for interconnecting
existing and dissimilar devices, and advanced concepts and
technologies for networking future multi-fidelity systems. Close
developmental coordination has been maintained with the user
community including numerous demonstrations and pilot evaluations
involving networks of multiple, dissimilar, existing simulators
both in-house and at Ft. Rucker, Alabama (1-2). None of these
devices had been designed for networked training.

Two key KULTISIM concepts are pertinent to the issues which are
the subject of this paper; interoperable simulations and
maintaining crew workloads.

InteroDerable Simulations

Provisioning to allow the networking of todays and tomorrows
training devices demands analysis of the requirements for a total

system solution as opposed to merely developing a physical data
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link. To provide a comprehensive network configuration, almost

Lll traditional simulation functional areas must be considered

including visual/sensor simulations, navigational simulations,

tactical simulations, communications, instructional and

observational systems and security provisioning. Does a systems

analysis dictate that corresponding subsystem simulations be

identical in the devices to be networked? In some cases

identical simulations or at least identical operational data will

be required. However, in most cases interoperable simulations

will be adequate.

For example, there will be many adverse inconsistencies in the

networked training environment if the databases for visual,

sensor and threat simulations are not identical (or nearly

identical) in each of the devices on the network (3). However,

it may not be necessary for all devices to apply the same

fidelity in employing those databases. More specifically scene

content management may be applied to selectively display

tactically important information which is correlated to other

devices because it is taken from an identical database. A tank

simulator may need to display only a few kilometers of imagery
while a low altitude airborne sensor may require information

representing much larger distances. However, the tank must
appear on the ground to the airborne sensor and the tank's crew

must see the same level of local detail as the airborne sensor

observes around the tank. This is necessary to insure that the

tank does not appear to drive through trees, buildings, etc. and

to insure that the tank will appear properly occulted when
partially or fully masked. In this example, the databases must

be nearly identical while the simulations operating in
conjunction with the databases are interoperable.

Another example of interoperable simulations would be in the area

of navigational systems. Common geography modeling may be
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essential (4), however, two devices may be interoperable with
different Doppler system simulations if each is designed to the
accuracy required for the device and each is capable of operating
properly with the network geographic coordinates and the
localized magnetic variation.

The question, in general, becomes how do we determine where
identical or duplicate simulations are required and where
interoperable simulations are adequate, and subsequently what are
the acceptable fidelity differentials in the interoperable

simulations.

Maintaining Crew Workloads

The guideline promoted by MULTISIM is the concept of maintaining
the same crew workloads in the simulator during networked
operations that the crew would experience when operating the real
weapon system in actual combat. In simulator development this
translates into providing the realism (or fidelity) required to
create and maintain a combat workload. Such workloads can be
tremendous in today's advanced weapon systems, especially complex
aviation systems which require highly skilled, coordinated
operations, split second decision making and which are also
inherently unforgiving of mistakes. For example, the individual
and coordinated crew workload to employ a Hellfire missile
involves rapidly recognizing, identifying, acquiring, tracking
and engaging a distant moving vehicle while maneuvering the
aircraft at low levels to avoid threats while maintaining sensor
line-of-sight to the target being engaged. Oversimplifying the
simulations controlling any of the functions involved (i.e.,
acquisition, tracking, etc.) could allow the crew to obtain
simulated performance levels which might not be obtainable under
similar real-world conditions or which at a minimum could not be
achieved in the same time frames or with the same amount of
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weaponry. In a networking environment this negative training

could ripple into the perceived team performance negating the

effectiveness of the crew's team training and potentially leading

commanders to misperceive the capabilities of their forces.

Furthermore, if these networked devices are to be used for weapon

and avionics systems evaluation the oversimplification can result

in inaccurate research data.

Recommendations

It is a goal of those involved in the networking standardization

process to provide protocols that will accommodate a large

diversity of training systems including a large variation in

fidelity levels. It is therefore apparent that users will have

to impose limitations on fidelity differentials between devices

employed on the network for specific training applications.

Moreover, the allowable fidelity differentials will vary

dependent on the training objectives desired. If a training

session is to be organized to instruct basic team communication

skills then communications systems fidelity must adequately

modeled in each device while the fidelity relationships of other

subsystems may be inconsequential to the intended training.

However, if the objective is advanced combined-arms mission

training then the total combat workload for each type of device

involved must be adequately simulated. A universal tri-services

mechanism and an associated governing organization will therefore

be required to classify devices relative to functional fidelity

and to provide and maintain a database listing which devices can

be faithfully operated together for different types (levels) of

network supported training. Also, a mechanism and controls will

be required to coordinate device upgrades which affect network

performance.
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The goal of KULTISIM development has been to provide networking

capabilities to accommodate the highest fidelity levels available

t= the aviati:= community. More specifically if multilmle high-

fidelity devices are interconnected then their high level of

performance will be maintained in networked operations. If lower

level devices are connected, their fidelity levels will not

necessarily be increased, however, their participation will not

reduce the performance levels of the high-fidelity devices. The

same network performance is not necessarily required to support

crew devices with less demanding workloads (5).

In view of the time, effort and money being expended to create a

networking standard, the resulting protocol should ideally be

capable of fully accommodating the highest fidelity devices

available today and robust enough to expand to the requirements

imposed by tomorrows devices. However, judging by the quantity

and complexity of issues we face, such a goal may not be

achievable in the immediate future. The forthcoming networking

standard should therefore allow for existing and future

specialized networks by treating them as dissimilar systems and

requiring that they be interoperable rather than restricting

their potential performance with a specified protocol. More

specifically, the standard should allow for networks designed at

proprietary and varying fidelity levels to be interoperable via

translation systems (or gateways) which must be compatible with

the standardized protocol. Such an approach allows

interoperability and growth potential yet does not restrict

engineering efforts to optimize networking configurations
especially at the localized levels. This is an important

consideration since existing simulators and a good percentage of

future devices will be primarily employed on a day-to-day basis

for individual crew and limited team training. The frequency of

device networking for large scale exercises will be limited due

to the logistics of organizing and executing such activities.
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Therefore, based on utilization, localized network performance

should have priority. In some instances localized performance

may require very high speed, real-time interfaces to meet time

critical requirements (6) wnich might not be obtainable with the

standard protocol. Also, on the other end of the spectrum, it

may not be cost effective to implement the resources required to

support the full protocol when interconnecting a low-level

training system of several workstations or part task trainers.

In summary, the costs and controls necessary to allow successful

interoperability of DoD simulations can be minimized by

judiciously assessing networked operational requirements at a

systems level to determine where identical participant

simulations are required and where the concept of interoperable

simulations can be applied. Once interoperability is achieved,

the issue of employing multi-fidelity devices can be addressed by

applying the concept of maintaining crew workloads commensurate

with the intended training objectives. These concepts apply to

the networking of existing simulators as well as to the

networking of future multi-vendor devices. These concepts also

apply to interconnecting larger scale training systems which may

be composed of multiple training devices linked by proprietary or

specialized networks.
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Introduction

The correlation of environmental databases is extremely
important to high fidelity simulators. Much work has been
done to correlate the visual and sensor databases to provide
accurate training for sophisticated aircraft. The networking
of devices greatly increases the need for close correlation
between databases. The correlation between databases for
environmental interrogation or feature correlation such as
line-of-sight to targets, crash detection, or laser range
finding is also very important.

The issue here is not necessarily the fidelity of the simulation
but the believability of the network simulation which greatly
affects the training value. This problem exists between
devices of various types from different or even the same
vendor. The issue of varying the fidelity of devices on the
network only complicates the problem.

Major Issues

The following issues must be addressed for the dynamic
environment.

1. Height Above Terrain Correlation

2. Crash Detection

3. Line of Sight

4. Visual Sensor, and Automated Threat Databases

Background

Actual experience on the AH-64 CMS (1) and Multiple Simulator
Networking (MULTISIM) by CAE Link (2-4) provides the basis
for most of the content for this paper. Other networking
sources which were referenced are listed (5-7). Outside
references on feature correlation are very limited (8).
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Height Above Terrain

As players in ground vehicles move across the database, each
simuiator calculates its own position and attitude and passes
it out across the network. If the terrain databases of two
simulators from different vendors do not match very closely,
then when one of the of the simulators visual model is
displayed on the other systems image generator, that visual
model could be floating in air or worse yet penetrating the
ground. On some image generators, this penetration could
cause additional scene generation anomalies which are
extremely distracting to the trainee.

Some possible solutions for the terrain following problem are
as follows:

1. Pass only the latitude and longitude or -similar
coordinate data of each simulated player out across
the network and make each simulator calculate the-
altitude and orientation of the displayed visual
model. This approach would greatly increase the
processing required by each simulator to position
and orient each model.

2. Have a high degree of correlation between the
databases of all of the simulators on the network.
The degree of correlation which is required must
yet be determined but it most likely must be less
than 1 meter. A one meter error in the altitude of a
common passenger car on the ground would have it
either penetrating halfway into the ground or
floating that same distance in the air.

Crash Detection

Current simulators calculate crashes for the aircraft when
that aircraft intersects -objects within the environmental
database as well as other networked aircraft or players.
Several differing methods can be used to calculate these
crashes, which I will not go into here, but all of them rely on
objects stored within the database. If the databases between
networked simulators do not contain the same information to
the same level of detail, then anomalies on the network will
occur. For example, consider two helicopter simulators. The
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second simulator is located behind the first simulator in a tail
chase position. They are both flying nao of the earth when the
first helicopter, a lower fidelity device which has lower data
detail, passes through a high tension pole line. The second
helicopter, a higher fidelity device, follows the first
helicopter but crashes because he intersected the power lines.
This may seem to be a trivial point, but it greatly impacts the
believability of the simulation especially for the crew that
crashed and thus effects the training value in a negative way.

Line of Sight

Line of sight calculations determine for the host computer the
capability of a player to see another player. These
calculations are used heavily for automated forces to
determine whether the automated force can acquire or shoot at
any other player. The correlation of objects within the
database can greatly affect believability of the automated
forces if the effect of their line of sight requests do not
correspond with what a player sees through his visual and
sensor systems. Two different problems exist which affect
the line of sight calculations; missing objects, and object
placement accuracy.

The amount of data in a database greatly affects the fidelity
of automated threats. In stand alone simulators, the line of
sight for threats is usually calculated by the image generator
of the ownship. This provides correlation between threat
actions and what the student sees out his windows or sensors
The networking of common devices also usually retains this
capability. But with the networking of different devices, the
commonality between feature correlation systems is lost. The
networked devices now use different databases and most
likely methods for determining line of sight including the
exclusion of various objects.

As an example assume two simulators exist on a common
network. If one of the systems, lets say an automated forces
unit, does not represent individual trees or buildings within
its database, then a helicopter simulator which may be
hovering behind a small house out of sight of the automated
optical threat, would be seen by the automated force as being
positioned out in the open. The helicopter would then become
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cannon fodder for the automated threat. This does not only
apply io automated forces, but to devices with varying image
generation capabilities.

The correlation of the placement of objects within the
environmental databases of various simulators can also
become critical in the believability of the simulations. For
example, consider a tank which is a hundred meters from a
building. Another player is positioned three kil3meters away
so that his line of sight is obscured by the building (Figure 1).
Now if the building in the automated tanks database is off by
one meter, there is potentially a 30 meter error in the tank
line of sight calculation at the 3 kilometer range of the second
player (Figure 2). If the range to the target increases, so does
the error linearly. This means that the player could be shot by
the tank, when in his visual system he can not even see the
tank which is an optical threat.

P-30 meters

3 km 3 km

I 1 meter

T T
100 Meters 0 I00MetersI I

Figure 1 Figure 2
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Sensor, Visual and Automated Threat Databases

Neiworking alters the normal operating practice of a
simulation device, which is calculating or displaying only what
is important to itself. It now makes each device consider
details that impact other devices. For this reason, all of the
databases on the network (i.e. visual, sensor, and tactical)
should really contain identical information or else anomalies
will occur in networked exercises. This information must
match in content, but not necessarily in structure. The amount
of data used by each device may also differ in both resolution
and retrieval area based on the capabilities of the real world
device being simulated.

Consider two different simulators, each with different visual
systems. Assume the first simulator's player sees himself
masked safely behind some trees. The second simulator, since
it's visual system can not display trees, observes the first_
simulator's player without obstruction. This definitely gives
the second player an unfair advantage.

Also consider that the databases of the automated threat
systems could match identically, but if they are not
representative of the displayed visual database, then they have
limited training value. The threat databases must represent
all of the features that reside in the visual and sensor
databases to insure proper threat interaction across the
network. The representations may be simplistic, but they
must be there. For example, if the threat database did not
maintain the individual trees that reside in the visual
database, then when an automated player moves across the
terrain he will pass through trees that are displayed by the
image generator along with the target model. Although this
may not be tragic, it would greatly affect the training of
someone trying to track the target in his sensor system.

Recommendations

Tactical simulations as required for team training need
feature correlation. Furthermore, networks of simulators
require correlation between their feature correlation
databases. This correlation, since it is used to calculate
events which affect the ownship's survivability, become
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critical in the believability of the the networked simulation
and team training objectives. The correlation requirements
must be investigated for all devices, from command consoles
to high fidelity helicopters, to determine what tolerances are
acceptable from a training stand point.

Two different approaches exist to solve the problems stated
above.

1. One network feature correlation device - This
would involve placing one, or several of the same
type feature correlation devices on the network.
These devices would then be responsible for all
environmental interrogation necessary for the
network. This approach would greatly increase the
network traffic, while adding substantial delay to
the request responses. It also contradicts the
distributed processing philosophy of the SIMNET
network.

2. Insure a high degree of correlation in content and
placement between all of the feature correlation
devices on the network along with the visual and
sensor and automated threat databases. This will
require a great deal of investigation as -to what
amount of error is acceptable, but is most likely the
most reasonable approach.

Accurate feature correlation is particularly important for low
flying aircraft that base their survivability on using the
terrain and cultural features to their advantage. For this
reason feature correlation between devices on the network
must be closely investigated to insure that our databases are
accurate enough to support it correctly.
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Introduction

In war, the environment does not remain static. It is altered
by nature and man from before the first shot till the last
casualty has been counted. These environmental changes
provide significant cues to the participants as to the current
and previous action in an area.

-Future network systems in support of team training and
mission rehearsal will need to allow for the modification of
the environmental database to portray the modifications which
have occurred. The occurrence of these events introduces new
problems which previously have not been covered by the
SIMNET protocols.

Major Issues

The following issues must be addressed for the dynamic
environment.

1. Bringing players in late to the war - How do we
update a new players database to tell it what has
been going on before he joins.

2. Method for identifying environmental objects - The
objects within the environment must be tagged to
allow their modification during a networked
simulation.

3. Environmental effects - Who is responsible for
sending PDU's to show the database updates
necessary due to environmental changes such as
rain and snow, temperature change and variance in
barometric pressure.

4. Destructive effects - How do we alter the database
in response to explosions and weapon impacts. Also
who is responsible for secondiry effects like the
chain reaction explosions of neighboring fuel
storage units or munition dumps.

5. Engineering effects - How do we update the terrain
to show the database changes due to engineering
units altering a hill or building a bridge.
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Backeround

This paper is based on the extrapolation of training concepts
from the CAE Link Multiple Simulator Networking (MULTISIM)
program (1-3).

Exnansion of Issues

Late players

Participants which enter the war or game after it has begun,
need to know the changes which have occurred to the
environment since the simulation has begun. The new
participant would need to know all of the bridges, buildings,
and terrain which have been destroyed or modified since the
current networked war simulation began. Consider a tank
commander who enters a war on the second day. Two hours
earlier an air strike by the opposing- force occurred against a
strategic bridge that is on the commanders designated route.
If the war simulation is to be fair, then when the tank
commander reaches that bridge, it had better be destroyed.

There are several basic approaches that could be taken to
implement these considerations.

1. Use one common environment database for the
network- This method would have one common
database on the network, with each network node
accessing that database to calculate its visual,
sensor, feature correlation, and weather data. This
method would require a very high band width
network to supply the various nodes with all of the
environmental database information.

2. Each system announcing its own modifications -
This method requires each simulation to broadcast
any change he makes to the database to all of the
other systems. This method would require that
each simulator record all of the modifications that it
has made and retransmit them any time a new
player joins the simulation.
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3. A database manager node - A specific node on the
network would be given the job of managing the
database activities. The node would record all of
the changes which have occurred to the
environment base on the area of the database they
are in. When a new player joins, the database
manager would broadcast the previous database
changes to the new player.

Identifving Environmental Objects

If the system must be able to modify objects, it must then be
able to identify them. The objects should most likely be
identified by the area of the world in which they reside.

Environmental Effects

Nature modifies the environment constantly. Temperatures
change, precipitation occurs, and floods alter the size of-
rivers. The environment uniquely exists for each player within
the network, but elements like visibility must correlate
between players (4).

Destructive Effects

Players within the simulation modify the environment with
their weapons as well as their existence. The effects of
weapons such as the bombing of a runway, can be easily
understood. Similarly a tank column running down a dirt road
can drastically change the characteristics of the road surface
which would impact the maneuverability of those vehicles that
follow. These destructive effects must be initiated by each
player, but cumulative effects may need to be controlled by
some form of a database manager.

Engineering Effects

Along with destruction, man can also create. Engineering units
are an integral part of modern warfare. The rebuilding of a
bridge or the reconstruction of a bombed runway must be
broadcast throughout the network to allow for the units to use
it or so that someone can destroy it again.
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Recommendations

The implementation of a dynamic environment on a simulator
network would greatly enhance the realism of the network in a
prolonged simulation. The requirements for the
implementation of such an environment must be investigated
closely. Several items which must be considered follow.

1. Is a separate environment database manager
necessary to keep track of updates,, and to make the
environment interactive.

2. Will the dynamic terrain add an excess amount of
data to the network to the extent of requiring the
utilization of an additional environmental network.

3. How will players join the simulation at any time
they choose.

The incorporation of a dynamic environment, if implemented-
correctly, could lift the realism of simulation to a level never
before achievd, the type of realism required for effective
mission rehearsal anid large scale combined arms exercises.
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The SIMNET Object Type Numbering Scheme is a very efficient way
to define a number of objects using the same group of bits.
Presently the object Type is defined by a 32 bit Unsigned Integer
which is interpreted a variety of ways, depending on the type of
object being represented. The flexibility of this method is
limited, however, by the number of bits. Interpretation may also
be aided by arranging similar fields along the same bits.

My proposal is to increase the number of bits in the "O)jectType"
field from 32 to 64 bits. There are several issues that I see
related to a change of this type. These are:

1) The effect of the increase in bits in relation to the
existing PDU's.

2) The provision for expansion of classes and subclasses as
the number and types of objects being simulated increases.

1. The effect of the increase in bits in relation to the existing
PDU's

There are several considerations to address when attempting to
change the bit definitions in SIMNET Protocol. One is the need
to follow guidelines for bit alignment requirements. SIMNET
protocol has provided restrictions on the size of certain data
elements in order to meet the bit alignment requirements of
certain computers. Another consideration is the size of the PDU.
Although traffic on the network is currently not a probleL, it is
an issue to be examined for future, large scale simulations.

In the former case it is evident that any change would affect the
form of a number of PDU's. Aujustments would have to be made in
terms of padding or rearrangement of fields. This has been done
recently when the protocol was adjusted to allow for multiples of
64 bits in the simulation and data collection PDU's. It
therefore seems feasible that an adjustment for a larger object
type is possible without a significant change from current
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protocol requirements. The choice of 32 additional bits is to
make adjustments to the present form of the PDU's easier since
some PDU's have 32 bit padding. Others can be made to conform by
adding 32 bits of padding.

In the latter case, increasing the size of a PDU could affect
traffic on the network. Studies would have to be done to show
just what kind of effect it would have. It has been shown in the
past (by studies done by BBN..see Report No. 6711) that network
traffic is-relatively low. It appears that increasing the object
type to 64 bits would have little effect on the overall network
traffic.

2. The provision for expansion of classes and subclasses as the
number and types of objects being simulated increases.

The object type in SIMNET protocol is used to define different
types of objects in the simulated world such as vehicles,
projectiles, ammunition, bridges, etc. Vehicles and Munitions
are two object types that require more detail than other objects
and probably have the most variety in class, subclass, model and
function. Presently, some of these fields are nearly used up.
By adding another 32 bits to the number there would be more than
enough room to include new fields and additional bits dedicated
to current fields. This would allow almost endless flexibility
for future development in object types.

Justification for this change can be given in the following

example:

Consider the Munitions field of the Resupply Variant.

The munitions field is an object type. The following is a
description of what is represented by the different bits in this
32 bit number and some observations concerning them.

As it currently exists, only 3 bits are allotted for "Domain" (a
limit of 8 choices). 5 choices are already used. Most objects
fall in the existing categories, however, other categories may be
created in the future to either more specifically describe an
object that is presently defined as a subset of an existing
domain or for data collection purposes where defining a specific
domain may be important for analysis purposes. This may remain 3
bits if domain is redefined in a more general way and the next
few fields (class, subclass, etc) are increased to allow more
specific definition.

The next 4 bits represent "class". This gives a total of 16
choices (17 if 0 is included). Currently 5 (6) are used.
Depending on how specific one wishes to be on classes (one can be
less specific and make use of the subclass category) this may or
may not be adequately large enough. I believe that there may be
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enough new classes in the future to warrant making this field
bigger.

The next 5 bits represent either "caliber" or "target" depending
on the value of the "class" field. If it is "caliber", the
existing definition appears to be adequate. If it is "target",
the choices that exist seem to better represent a "subclass"
rather than a target. The number of bits for this field,
however, are sufficient as they now stand.

"Subclass" is described by the next 4 bits. The definition for
this field is determined by the value in the "class" bits. 4
bits only allows 16 (or 17) choices to be represented. Presently
for a class of 4 (projectile) there are already 12 values
cefined. Expansion of this group of bits is recommended.

The "country" field is sufficiently ldrye. Perhaps more choices
could be defined than are presently represented.

The "model" and "series" categories are represented with the last

10 bits. These, I believe, are sufficiently large.

See attached figures for suggested changes.

Conclusion

In its current form, the definition of Object types in the SIMNET
protocol allows for a large variety of objects within the same 32
bit field. There is not, however, much room for expansion of
these bit fields.

The increase i4 the number of bits in the "object type" field is
one way that the SIMNET protocol could be made more flexible for
future growth in network simulation. It also opens the doors for
the use of the same protocol for non-military applications which
may require more specific definition of objects to be simulated.

The choice of adding 32 bits is to aid in maintaining the bit
alignment requirements established by the SIMNET protocol. In
some PDU's the adjustment will be as simple as eliminating added
padding or adding an additional 32 bits of padding to "round-out"
the PDU.

One other suggestion for the object type is to line up similar
bit definiticns. If two objects contain a description for model,
have those group of bits be in the same part of the 64 bit field.
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Protocol Data Elements and Protocol Data Units affected by a
change in the Object Type

1/9/90

by Christina L. Pinon

Basic Data Elements

Burst Descriptor
projectile
detonator

Munition Quantity
munition

Vehicle Guises
distinguished
other

Vehicle Status
vehicleType
specific

VehicleSpecificStatus
category

SpecificStatusCategory
genericVehicleStatus

Munition Quantity
munition

Simulation Protocol Data Units

Activate Request
guises

Vehicle Guises
distinguished
other

status
Vehicle Status (see vehicle status above)

vehicle Type
munition

Vehicle Appearance
guises

Vehicle Guises
distinguished
other

Fire
burst

Burst Descriptor

72



projectile
detonator

specific
fire type shell

ammoSelected

Impact
burst

Burst Descriptor

detonator

Indirect Fire
burst

Burst Descriptor
projectile
detonator

Resupply
vehicleType
munitions

Munition Quantity
munition

Data Collection Protocol Data Units

Vehicle Status
status

VehicleStatus (see vehicle status above)
Vehicle Type
munition

** Underlined elements are the specific object types.
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ABSOLUTE TIME STAMP IN NETWORKING OF SIMULATORS

Amnon Katz, Ph.D.*
McDonnell Douglas Helicopter Company

Mesa, Arizona

ABSTRACT

The communications delays inherent in networking of simulators, especially
over long haul links, present a problem in close interaction of remotely
simulated players. The problem is most obvious in formation flying. Attempting
to hold position wingtip to wingtip, the delay tends to cause each. player to
believe the other is lagging behind. At fighter speeds the effect is
considerable. The solution is to correct for the delay by extrapolation. This
requires an absolute time stamp for dynamic variables that are sent. The
receiving simulator performs an extrapolation from the time stamp to current
time. The source, form, and required accuracy of the time stamp are discussed.

I INTRODUCTION

The transmission delay can play a significant role in the netw orking of
simulators. This is particularly true for long haul networking. A delay
corresponding to the speed of light is a hard minimum imposed by the laws of
nature. Speed of light delay is 3.33 usec per kilometer, which amounts to
5.33 msecs per thousand miles. The delay can easily be doubled when the actual
rates of propagation in communications lines are used. Further delays are
caused by switching and other equipment. In case of a satellite link, the
round trip to geostationary altitude imposes a minimum -delay of 200 msec, and
the mechanics of the equipment on the satellite increases this to half a
second or more.

An aircraft travelling at 400 knots covers one meter in about 5 msecs.
Position discrepancies due to communications delays are visible in close
formation flying even for good links over several thousand miles. Satellite
links would make either close formation or close combat impractical.

The obvious remedy is to compensate by extrapolating the received data over
the period of the delay. But delays over communications lines are not always
predictable and repeated precisely. It is necessary to extrapolate each packet
of data over the delay it experienced. The mechanism to achieve this is to
include a time stamp with the variables of state of each data packet. The
stamp is the time for which the variables are valid as opposed to the time at
which they were computed or transmitted. In the terminology of Katz et al in
reference 1, the time stamp is "Dynamic Time". The receiving node subtracts
this time from the time at which the variables are to be displayed and
extrapolates over the difference.

* Manager, Advanced Development Office, Combat Simulation and Sys. Int.i
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Obviously the mere act of extrapolating cannot compensate for very long
delays. The permissible delays will be bounded by the predictive power of the
extrapolation algorithm. It stands to reason that no algorithm can reliably
predict the future actions of a human pilot. Thus the delays permissible in
close formation or close combat will be limited to the human reaction time of
a fraction of a second. Without time stamping and extrapolation, however,
close formation and close combat between widely separated simulators is ruled
out altogether.

II THE TIME STAMP

For the time stamp to achieve its purpose, it is necessary for all networked
players to possess synchronized clocks. This should be achieved by each player
independently sysnchronizing his clock to his local time zone or to Universal
Time Coordinated (UTC). This should allow players to join and leave the
networked game without requiring a specific time check.

It is suggested that the time stamp be the time elapsed since .the beginning of
the current hour. This convention serves to eliminate differences in clock
settings related to time zones and seasonal clock shifts. Remotely located
networked simulators can be situated in different time zones. The locality may
or may not implement daylight saving time. The facility may choose to
synchronize with local time or UTC. None of these factors influence the time
stamp.

Simulation display update rates vary and sometimes are asynchronous. Still
60Hz is an accepted standard for high fidelity simulations. This amounts to a
16.7msec frame. Delays of several frames in the internal mechanization of
simulators are not uncommon. Still, for the time stamp to achieve its purpose
it must be smaller than a frame and serve to determine the frame to which data
belong. I suggest an accuracy of lmsec as Doth sufficient and achievable.

The simplest method to represent the time stamp is as an integer. My
suggestion for the scaling is to set 2A32 equal to one hour (3600sec), which
makes each unit represent 3600sec/2^32 = 0.838usec. This scaling is convenient
for the following reasons:

1. The time stamp fits in one long word.

2. The time stamp naturally rolls over at the end of each hour.

3. The resolution is better than the suggested one millisecond accuracy by a
factor of about one thousand, leaving room for future improvements.

- 2 -

III SOURCES

The National Bureau of Standards (NBS) maintains an accurate tine standard and
distributes it by radio broadcasts from its stations WWV, WWVB, and WWVH. The
broadcast signal (reference 2) can easily be decoded with an accuracy of
lmsec. The signal is itself subject to propagation delay at the speed of
light. This can easily be corrected, using the known constant distance from
the radio station to the simulation facility. Commercial off the shelf
equipment exists for decoding the radio signal and interfacing it with digital
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ccmputers.

Telephone services that provide time signals for digital computers are also
available. The National Institute of Standards and Technology (NIST) offers a
telephone service that can correct for propagation delay over the telephone
lines (ref 3). This requires that the receiving node echo each byte received.
When this is done at 300 baud, an accuracy of lasec can be maintained. The
telephone service has a time limit for each connection. The service would have
to be accessed repeatedly as necessary.

In designing the synchronization scheme of a simulation node, both the
accuracy and the stability of the on board timing device must be considered.
A tolerance of lmsec maintained over 1 hour amounts to 10^-3/3600 = 2.8*10^-7
or better than 0.3 ppm. This exceeds the accuracy of most crystal oscillators,
that is the tolerance by which their actual frequency deviates from their
nominal frequency. However, so long as the stability of the oscillator is
better than 0.3 ppm, the actual frequency can be determined and used in
computing the time stamp, and the time count need be reset only once an hour.

The above discussion shows that a time stamp accuracy of 1 msec is achievable
with state of the art equipment. The implementation details may be left to
each facility.

IV SAFEGUARDS

An erroneous time stamp can cause more harm than good. Before a time stamp is
used to determine the interval over which variables of states are to be
extrapolated, certain checks should be applied. These are based on comparing
the time stamp (TS) to the time at which the packet is received (TR) and to
the time at which the information is to be used (TU):

1. A.< TR-TS < B

The interval TR-TS roughly amounts to the propagation delay. If this exceeds a
reasonable limit B (of the order Df 1 second), the stamp must be assumed
wrong. In this case one may do better by substituting some constant
estimate of the delay, i. e. replacing TS by TR - DEL.

-3-

A lower limit A must also be applied to the delay. If the time stamp
represents the transmission time, then the delay cannot be less than the
propagation time or in any case cannot be less than zero. However, it is
permissible for the sending node to compute for a time slightly in the future.
In this case the receiving node needs extrapolate over less than the
propagation delay, or even interpolate slightly backward in time. But again,
if TR-TS is less than some value A (say of the order of -0.5 sec) the stamp
must be assumed wrong and a standard delay applied.

2. TU-TS < C

TU-TS is the interval over which extrapolation is to be applied. If this
interval exceeds a limit C (in the range of 2 to 5 seconds), the data packet
is obsolete and it must be assumed that the connection was lost. In that case
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the bound C should replace the interval. This would have the effect of
freezing the remote player at a position he would reach a time C after the
time stamp of the last packet received. The fact that the connection has been
lost is then advertized by the player stopping dead in its tracks or in mid
air.

No lower limit need be placed on TU-TS. TU is of necessity later than TR, and

therefore the limit A in condition I automatically applies.

3. TU-TS < D

If the last packet is older than D (of the order of minutes up to half an
hour) the remote player must be assumed to no longer be in the game. In this
case action should be initiated to remove it.

The conditions, corrective actions, and limits are summarized in the tables

below:

Table 1: CONDITIONS

No. Condition Corrective action if violated

1. . A< TR-TS < B TS:= TR - DEL
2. TU-TS < C TS:= TU - C
3. TU-TS < D Eliminate player

Table 2: CONSTANTS

A Lower bound on propagation delay -0.5sec
B Upper bound on propagation delay 1 sec
C Upper bound on extrapolation interval 2-5 sec
D Max time before player who lost

data communications is eliminated 5-30 minutes

-4-

V SUMMARY

An absolute time stamp for data packets in networked simulation is both
practical and useful. Synchronization of each node can be achieved
independently by use o f time signals disseminated by NBS and NIST. Inexpensive
off the shelf equipment for assimilating these signals is available. The
absolute time stamp makes it possible to compensate correctly for packet
propagation delays. Coupled with the concept of Dynamic Time, the time stamp
makes possible an accurate accounting of all time discrerpancies within the
sending and receiving node as well as the propagation medium. An optimum
compensation for time delay thus becomes possible. Applications where
networked players interact closely, such as formation flying, are impossible
without compensating for time delays.
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22 December 1989

MEMORANDUM FOR: Dr. Dexter Fletcher, Suite 707 (SIMNET Facility),
1911 N. Fort Meyer Drive, Rosslyn, VA

SUBJECT: SIMNET Database Issues

1. Per the request of Mr. George Lukes, ETL, the following brief comments pertaining to
SIMNET data usage are provided. The discussion is very tuief and many more issues
exist. However, the issues we raise seem important and worthy of your consideration.

2. Level of Detail (LOD): The LOD can dramatically affect the usage of SIMNET. If
mission rehearsal is a program goal, then the LOD must be very high and artificial LOD
may not be entirely appropriate. As an example, if repeated training sessions lead soldiers
to depend on the presence of key terain features, their real-world performance could
depend on those same features. A tank crewman might find a good location for-a hull
defilade position in the SIMNET world and depend on that location in the real world.
(Note that the absence of that concealed position may not be readily apparent in the real
world.) This can be a genuine problem. The current state of available digitized data is not
at a sufficient resolution to accurately depict such positions when concealment comes fiom
slight depressions on the terrain. The LOD of objects in SIMNET is also important; an
example could be based on the target recognition task performed by air defense gunners.

3. Interfaces: The LOD concerns interfacing SIMNET to the trainee. The converse issue,
interfacing the trainee to SIMNET is also very important If a standard map is presented to
the trainee, then his/her conception of the SIMNET world will not mesh entirely with the
terrain in the SIMNET world. SINNET data, a spin-off of Defense Mapping Agency
Interim Terrain Data (ITD), does not depict all information available on a standard 1:50,000
map sheet. The Tactical Terrain Analysis Data Base (1TADB), from which rTD are
developed, may not be updated as frequently as topographic maps; TTADB information is
often dated, particularly the transportation overlay which is critical to SIMNET. Moreover,
the lTD will be created from merging data from different TITADB sources which were not
created based on a registration standard appropriate for computer usage. To experience
either of these observations, take a TTADB and lay it down on the map it describes. The
data will not register and some data will not appear on both source materials. This is
acceptable when a human uses the map, but a computer will have to sort out these issues.
This is not a straight-forward task, computationally. A present solution is to supply the
user with a map generated from the SIMNET data (instead of a topographic map); this map
is more in line with the presented world-view. Different "overlays" (corresponding to the
TTADBs) could be provided and a shaded relief map could be generated from SIMNET
data. The bottom line revolves around the use we intend to get from SIMNET. As a
trainer, map differences are inconsequential. As a mission planner, differences among the
real world, the topo sheet, and SIMNETI could be critical. Te same problems might be
encountered in preparing for such events as tank gunnery competition.

4. Raster-based or Polygon-based. The data must be flexible. At times, it will be most
appropriate to view the data as raster information (for pixel-based path planners as an
example). At other times, a polygonal (or areal) representation would be far better, both
for computational speed and realism (a fly thru the tewain as an example). Conversion
from areal data to point data is well defined and reasonably fast; the converse is not true, so
dynamic data conversion could be quite difficult Further, the point at which raster data
should become areal data is very fuzzy. Should elevation points be grouped into (areal)
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mountains or into collections of peaks which can be grouped to form mountains. Should
mountains be viewed as individuals or as part of mountain ranges. Further, at what point
on the ground does the mountain end and the valley start? How far down the hill is the
military crest? These could be real considerations for the SAFOR, depending on the type
of functions they should be able to complete autonomously. In fact, SAFOR functionality
needs to be defined before data rprsentation is decided. Data availability needs to be
ascertained before SAFOR functionality can be decided.

5. Multiple Simulator Models: Different simulators (JESS, JANUS, etc) do different
things with the raw data rovided them. If they are to be allowed entry into the net,
some very seous csequences could result (not only based on data but on interpretation
of the data as well). As an example, mutual line of sight, achieved at the same time, has to
be ensured between different simulators. A way to address this issue might be to devise a
set of situations that different simulator models must "pass" before they can play on the net.
This would be similar to Ada compiler validation.

6. Data Manipulation: Many "views" of the SIMNET world will be possible and useful.
Aside from data manipulation to compute line of sight, coverage, etc, data manipulation can
be used to model the effects of external forces on the terrain. Weather, seasons, engineer
actions, the use of obscurants are all important issues which affect the user view of the
world. These issues, if addressed in SIMNET, will also have to be come into play for
other simulators (on the net). In essence, there are two sorts of data manipulation; one
doesn't change the data itself and one does. Both are important. The latter case will cause
additional problems with distributing the world view to nodes on the simulation network.

7. In summa-y, several key issues are:

• ITD comes from low resolution, inaccurate, and dated TTADB sources. This data can
not exactly describe the real world.

* SIMNET needs multiple views of the same data (points and objects). The data must be
flexible, hierarchical and pre-stored.

" The user needs a clean, high-fidelity interface which standard paper maps can not
provide.

* Data availability will drive SAFOR functionality which will drive data representation.

* Different simulators behave differently. A validation test is needed.

" Different types of data manipulation need to be addressed. Functions that make changes
based on the data need to be standard and distributed. Functions that change the data
need to be centralized and the results distributed.

8. The point of contact for further information is MAJ Robert Richbourg who may be
reached at AV 688-4871 or (914) 938-4871.

GERALD E. GALLOWAY, Jr.
Colonel, Professor, USMA
Head, Department of Geography
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Position Paper

Proposed Changes to the Vehicle Appearance PDU

Introduction
This position paper refers to specific changes that are being recommended for
the Vehicle Appearance Protocol Data Unit (VA PDU).

This PDU is used to describe a vehicle's changes in appearance through time.
A large percentage of the traffic in a SIMNET distributed simulation consists of
VA PDUs.

There are two changes proposed in this paper which will allow for greater
flexibility, and provide room for future expansion. Specifically, the proposed
changes are:

" The addition of 32 bits to the Vehicle Appearance field

* The elimination of the Stationary field, and placing of a Stationary flab in the
Vehicle Appearance field

Rationale for the Proposed Changes

Vehicle Appearance Field:
In order to support a large scale simulation with many different types of
simulators, we must be able to model these simulators with a certain amount of
detail. To achieve this task certain features of the vehicles which are to be
modeled must be defined. The SIMNET protocol, as it exists, allows for features
to be modeled in two ways:

1. Using the Vehicle Specific field.

2. Placing flags in the Vehicle Appearance field.

The Vehicle Specific field in the VA PDU takes on various forms that are
dependent on the Vehide Class. Currently, there are three vehicle classes
defined; Static, Simple, and Tank. These classes are determined by the
number of independently moving parts that are modeled in a vehicle. If we are
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to describe additional vehicles using the Vehicle Specific field, then new
classes must be created.

Another method that may be used to define new vehicle attributes, is to use the
Vehicle Appearance field. Currently one third of this field is being used to

model the appearance of certain ground vehicles. This field should be

increased from 32 bits to 64 bits to allow for future expansion. hems such as air -

vehicle attributes should be taken into account in this field. These attributes will
be defined as new simulators are made interoperable, and the need for greater
appearance fidelity becomes an issue. For example, there is the need to allow
for objects such as landing gear, flaps, in-flight refueling probes, and other
moving parts of air vehicles to be modeled in a simulated exercise. The specific

positions of these components can be expressed in the Vehicle Appearance
field similar to the technique used to describe the position of the M2 TOW
launcher in the-current SIMNET Protocol [1].

Stationary Field:
This field should be eliminated. If the vehicle's velocity vector is zero, it will be

expressed as a flag in the Vehicle Appearance field. The stationary flag is to be

used as a tool in smoothing algorithms that will provide for fluid movement of
vehicles in the simulation. Eliminating this field and placing a Stationary flag in
the Vehicle Appearance field will allow for a savings of 16 bits.

Conclusion
The VA PDU makes up a large portion of the traffic during a SIMNET simulation

exercise. Increasing the size of the VA PDU by several bytes should have a

nominal effect on network bandwidth. We must allow for as much flexibility and

room for future expansion as possible. The expansion of the Vehicle
Appearance field proposed in this paper should allow for some of this flexibility.

At the same time we must proceed cautiously, and try to minimize the traffic on

the network. This can be done by condensing the protocol, and making efficient

use of the fields available.

Attached is a diagram of the suggested VA PDU format. Also included in the
attached figure are changes to the SIMNET Protocol which will affect this PDU

in SIMNET Protocol version 6.0 [2].
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Issues Related to a Standardized Tri-Service Simulator Networking Protocol

World Coordinate System

Robert Glasgow
Institute for Simulation and Training

University of Central Florida

A means of reporting position in three-space is necessary for interactions between
simulated vehicles operating on, above, or below the surface of the earth. The current
SIMNET protocol expresses position as a three-element array of 64-bit floating point
numbers [1]. A flat gaming area is assumed, and the origin of the coordinate system is an
arbitrary point such as the southwest corner of a 30 km by 30 km terrain database. The
first array element might represent displacement in the east direction, the second north, and
the third up. Such a coordinate system, while adequate for land-based vehicles, is clearly
unsuitable for aircraft or surface vessels whose visual range is affected by the curvature of
the earth. Submersible vessels which might operate below the reference datum must be
considered as well. A world coordinate system is needed which can effectively represent
vehicle positions in three-space.

There are several properties of our planet which suggest trade-offs between the
selection of any world coordinate systems. Using a traditional latitude-longitude-altitude
coordinate system necessarily involves a great deal of transcendental function calculation,
and introduces the issue of what datum would serve as the altitude reference. Given its
oblate shape, a line perpendicular to a tangent plane ("altitude") is not necessarily parallel
to the effect of Earth's gravity ("down"). For aircraft in particular, this involves additional
small angle calculations in the computation of vehicle forces and moments. For high
fidelity, real-time simulation systems, the floating point operations required to perform these
calculations must be considered a scarce resource.

This paper is intended to illustrate the tradeoffs involved with two methods of reporting
position in world coordinates. One conserves network traffic at the expense of additional
floating point calculations, and vice versa.

There are further issues of precision, data word alignment, and conversion between
coordinate systems which must be considered in a thorough analysis of this topic.
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Position Along a Subtended Arc
The radius of the earth at the equator is given to be 6,378.077 km [2]. At 50 km

(164,042 ft) altitude, a circle surrounding the globe with circumference of 2,(6,428,077 m) =
40,388,799 m may be imagined. Such a circle is introduced in order to represent the
maximum length dimension which could possibly require measurement in the simulated
world. The IEEE standard for the 64-bit floating point data type yields 15 digits of
precision, which implies position reporting to ±50 nanometers along this circle. This is
clearly more precision than conceivably necessary for any type of vehicle training device.

The IEEE standard for the 32-bit floating point data type yields 7 digits of precision.
This yields ±5 m of position reporting capability which is not sufficient.

A technique to halve the network traffic imposed by each position update is to use 32-
bit integers to represent latitude and longitude. The 32-bit integer represents the fractional
part of a circle, bisected successively 32 times until a resolution of 2-32 = 1/23 =

2.3283E-10 is obtained.' Applying this fraction to the circumference of the earth at 50 km
attitude, a precision of (40,388,799 m)(2.3283E-10) = 9.40 mm = 0.370 in. (This technique
is used in the SIMNET protocol to express the turret angle relative to the front of the hull.)

Attitude can then be represented by a 32-bit signed integer representing height above
(or below) a datum in millimeters. The IEEE standard for a four-byte signed integer yields a
range of ±1,334 miles with a resolution of 1 mm.

Orthogonal Cartesian Space
Position can be represented in an orthogonal Cartesian space, with the origin at an

arbitrary point (e.g., center of the earth). A right-handed coordinate system can be
established with the x-axis intersecting the equator at the prime meridian, the y-axis
intersecting the equator at 900 E, and the z-axis intersecting the north pole. Vehicle
positions are thus reported in components of x, y, and z which can be readily manipulated
with vector arithmetic. Range calculations would be simplified from using transcendental
functions to the Pythagorean theorem.

The components of x, y, and z could be cast as 64-bit floating point, which is
compatible with the present SIMNET format.

Such an approach is not uncommon in the simulation industry. Although not yet
appearing in the standard mathematical literature, this technique is loosely referred to as the
binary angle measurement (bam).
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Computational Issues Related To World Coordinate System
Consider the computation inherent with each position update: (1) A moving model

calculates an updated position, (2) the position is translated from local to standard
coordinates, If different, (3) the coordinates are broadcast over the net and received by
other nodes, (4) the position is translated into the local coordinate system, if different, and
range calculations are made, (5) sensor Input (radar, visual, etc.) is generated if the new
position is determined to be observable.

Clearly, a considerable amount of computational resources are devoted to position
determination and range calculations. The world coordinate system selected must not
impose an excessive burden upon the computing power of the simulation host.

The Introduction of dead reckoning models into the SIMNET protocol has significantly
reduced the number of position updates which must be broadcast. Experience suggests
that network traffic is no longer a critical factor, and that emphasis should be placed upon
protocols which lend themselves to efficient computational strategies.

Conclusion
A great many alternatives for a standardized world coordinate system may be

considered, each with its relative merits and disadvantages. For a low-cost, uniprocessor-
based distributed simulation system, the processing contingent upon the selection of any
one protocol must weigh heavily in the evaluation.

A standardized world coordinate system will have a significant effect upon every
simuiaiion adhering to that standard. The decision as to which will be adopted must be
based upon a carefully researcheo analysis, and represent the best combination of relative

attributes.
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Position Paper: On Adopting the SIONET Local Area Network
Deactivate Request and Response PDUs in
the Local Area Network Standard

January 10, 1990

Karen Danisas
University of Central Florida
Institute for Simulation and Training
Suite 300
Orlando, Florida 32626

The SIMNET protocol as it now stands allows for the
withdrawal of any vehicle from the simulation. This is performed
by issuing Deactivate Request and Deactivate Response PDUs.
These PDUs include the headers plus the particular variants.

The Deactivate Request variant consists of the following
series of fields:

type DeactivateRequestVariant sequence
{
Vehicle ID
Reason
8 unused bitsI

The Deactivate Response variant is issued in response to a
Deactivate Response PDU. This variant consists of the following
fields:

type DeactivateResponseVariant sequence
(
Vehicle ID
result
8 unused bits)

a. Vehicle ID - 48 bit sequence.

In both variant5there is a Vehicle ID field. Each vehicle
in the exercise has a unique vehicle ID. This field consists of
two parts: a 32 bit simulation address that identifies the
simulator modeling the vehicle, and a 16 bit unsigned integer
vehicle number that uniquely distinguishes that vehicle from all
others present in the simulators. BBN has incorporated this new
representation in their latest version and it allows for
increasing the number of vehicles without increasing the number
of bits.
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b. Reason - 8 bit enumeration.

This field describes reasons for the deactivation request
and response. The eight bits seem to be adequate for the
possible number of reasons.

c. a Unused Bits

These bits will remain unused to keep the proper structure
of the PDU.

It is recommended that these two PDUs be adopted in to the
Local Area Network Standard.
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Position Paper: On Adopting the SIMNET Local Area Network
Activate Request PDU in the Local Area
Network Standard

January 10, 1990

Karen Danisas
University of Central Florida
Institute for Simulation and Training
12424 Research Parkway
Suite 300
Orlando, Florida 32826

Activate Request PDU Variant

The placement of any vehicle in to the simulation is
performed by issuing an Activate Request PDU. This PDU includes
the header plus the particular Activate Request PDU Variant.

There are several different data elements that are included
in this PDU that currently do not allow for increasing the number
of vehicles to play on the network. What follows is a list of
the fields in this PDU and where recommended changes should be
made.

ActivateRequestVariant sequence
(
Activation Reason
Vehicle class
Vehicle ID
Organizational Unit
Vehicle Marking
Vehicle Guises
Simulated Time
Terrain Database ID
Vehicle Status
On surface
31 unused bits
Location - World Coordinates
Specific - 64 bits
)

a. Activate Reason - enumeration type of 8 bits.

This field gives the reason for the simulator to be
activated. The number of bits seem to be adequate.

type ActivateReason enum (8)
{
activateReasonOther
exerciseStart
exerciseRestart
vehicleReconstitution
towingArrival )
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b. Vehicle Class - enumeration of a bits.

Each vehicle is classified according to how many
independently moveable parts it has, and what algorithm should be
used to dead reckon it's appearance. This field should be
increased to 16 bits in order to accommodate an increase in the
number of different classes of vehicles that may eventually play
on the network.

type VehicleClass enum (8)
(
vehicleClassIrrevelant
vehicleClassStatic
vehicleClassSimple
vehicleClassTank
}

c. Vehicle ID - 48 bit sequence.

Reference Position Paper on Deactivate Request and REsponse
PDUs.

d. Organizational Unit - 32 bit sequence.

This field tells how each vehicle is associated with a
series of organizational units and the hierarchy of command. The
first element in the field is the force ID. This is an 8 bit
unsigned inteqer that tells what force that vehicle belongs to.
It usually is two forces, however, the setup allows for 256
different forces in an exercise. That seems more than adequate.

The next element describes the organization type. This is
of an 8 bit enumeration type. This field should be increased to
16 bits for future implementations. For example, we have the
Army, Marines, Air Force, etc.

The next element describes the hierarchy of the
organizations. This uses an 8 bit unsigned integer field that
identifies each unit, and an 8 bit enumeration field to describe
the type. This all seems to be adequate.

type OrganizationalUnit sequence

{
force - ForceID:

8 bit unsigned integer(O-255)
special: forceIrrelevant (0)

distinguishedForceID (1)

organizationType - OrganizationType:

hierarchy - array of (organizationalLevels) of
UnitIdentifiers

9
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where:
type OrganizationType enum (8)
type UnitIdentifier sequence
type UnitType enum (8)
Constant OrganizationalLevels (9)

e. Vehicle Marking - 16 bits sequence.

This field consists of an enumeration field of 8 bits that
defines the character se:, and an 8 bit array of 11 character
strings. The character set defines how the text in the strings
should be interpreted and displayed. At present only the ascii
character set is defined. Eight bits seem to be too many for
this element, and 8 bits not enough for the array. It is
recommended that one 16 bit array define the vehicle marking and
the first four of the bits define the character set type.

type VehicleMarking sequence(
text - array (MaxVehicleMarkingLength) of 16 bit

unsigned integersI

f. Vehicle Guises - 64 bit sequence.

This field consists of two object type elements. The object
type is dependent on the force that that vehicle is assigned to.
One is distinguished and the second is labeled "other". The
object type sequence itself has been addressed in a Position
Paper by Christina L. Pinon, dated January 9, 1990.

type VehicleGuises sequence
{
distinguished - ObjectType (32 bit unsigned ineger)
other - ObjectType (32 bit unsigned integer)
)

g. Simulated Time - 32 bit unsigned integer.

This field is adequate as is.

h. Terrain Database ID - 24 bit sequence.

This field consists of an 8 bit array of 14 characters for
terrain database names, and a 16 bit unsigned integer for the
terrain version. It's likely that this is strictly SIMNET
protocol and does not belong in networking protocols. However,
because there is a need for a standard for passing terrain
database information, it is suggested that this PDU still contain
information concerning the terrain database being used for the
gaming area.
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type TerrainDatabaseID sequence
(
terrainName
terrainVersion)

This issue cannot be resolved entirely at this time because
of the terrain issue inconsistencies. However, it is recommended
that these twenty-four bits remain as is to allow some kind of
naming scheme to be implemented at a later date.

i. Vehicle Status - 430 bit sequence.

This field consists of the object type element, a 32 bit
float for the odometer, 32 bits for the vehicle age, 174 bits to
describe the vehicle subsystems, and 160 bits for describing the
vehicle specifications. Many of the fields in this sequence have
unused bits. Within the subsystems sequence, many fields are
boolean and simply describe whether a certain feature is on or
off. The extra bits that already exist can easily accommodate
additional feature definition.

j. On Surface - I bit boolean.

This bit describes whether the vehicle is to be placed on
the surface or not at activation time. It seems natural that
this bit should just be a part of the previous field. Then the
total extra 32 bits can be utilized by the specific field.

k. 31 Bits Unused.

These bits are necessary for keeping the structure of the
PDU as presently defined. It is recommended that they be
incorporated into the specific field for the standard. -

1. World Coordinates - 192 bit float

Reference Position Paper by Robert Glasgow.

m. Specific - 64 bit sequence (Add on multiples of 64 bits)

Depending on the vehicle class, there are either 2 angle
types, or one angle and 32 bits of padding. An important issue
comes up here that if the vehicle has more than 2 moving parts,
there is not enough bits provided to describe the orientation of
the additional moving parts. One solution would be to add
additional padding at the end of this PDU, knowing that they
would be used at a later date.
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Position Paper: On Adopting the SIMNET Local Area
Network Status Change, Status Query and Status
Response PDUs in the Local Area Network
Standard

January 10, 1990

Karen Danisas
University of Central Florida
Institute for Simulation and Training
12424 Research Parkway
Suite 300
Orlando, Florida 32826

Status Change PDU Variant

At the time that the operational status of a vehicle or any
of its subsystems changes, the vehicle's simulator issues a
Status Change PDU describing what has changed and why. The
following describes the different fields and the recommended
changes.

type StatusChangeVariant sequence
(
vehicleID - VehicleID
8 unused bits
effect - StatusChangeEffect
cause - choice (effect) of:

effectVehiclaDestroyed:
kind - DamageCause, + 24 unused bits

effectVehicleReincarnated:
kind - RepairCause + 24 unused bits

effectSubsystemsDamaged:
kind - DamageCause + 24 unused bits

effectSubsystemsRepaired:
kind - RepairCause + 24 unused bits

Event ID
Agent ID
Subsystems)

a. Vehicle ID - 48 bit sequence

Reference Position Paper by Karen Danisas on Deactivate

Request and Response PDUs.

b. 8 Unused Bits

These 8 bits will remain unused to keep proper structure.
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c. Effect - 8 bit enumeration

This field describes how the specified vehicle was affected.
Four specific effects are currently defined: vehicle destroyed,
vehicle reincarnated, subsystem damaged, and subsystem repaired.
The 256 choices allowed for are adequate.

d. Cause - 32 bit sequence

This field describes what caused the change of operational
status reported by the PDU. This field is 32 bits long, where
the first eight describe the kind of cause and the last 24 are
unused and there to keep structure. Currently there are four
"kinds of causes" defined: destroyed, reincarnated, damaged and
repaired; all are 8 bit enumeration types.

e. Event ID - 16 bit integer

This 16 bit number is generated by the vehicle's simulator
and is associated with the particular event that that vehicle is
involved with. Sixteen bits are more than adequate to describe
the events. It is recommended that this field remain as is.

f. Agent ID - 48 bit sequence

The Agent ID is merely a Vehicle ID field. Each vehicle in
the exercise has a unique vehicle ID. This field consists of two
parts: a 32 bit simulation address that identifies the simulator
modeling the vehicle, and a 16 bit unsigned integer vehicle
number that distinguishes that vehicle from all others present in
that simulator. This representation allows for an increased
number of vehicles without increasing the number of bits.

g. Vehicle Subsystems

This field consists of 174 bits that describe the different
vehicle subsystems. The way it is set up allows for more choices
to be defined depending on the vehicle. Also, within this field
the different systems are described using boolean types. There
are unused bits there that will allow future attributes to be
added. It is recommended that this field remain as is.

Status Query PDU Variant

The Status Query PDU allows the querying simulator to
specify from who information should come from and the type of
information that it wants. The following describes the different
fields and the recommended changes.

103



type StatusQueryVariant sequence(
Response Kind
Unit Relation
Simulator Type
Vehicle ID
16 Bits unused
Organizational Unit

a. Response Kind - 8 bit enumeration

This field indicates the type of information sought by
specifying a Data Collection PDU. The choices are exercise
status, vehicle status or simulation status.

b. Unit Relation - 8 bit enumeration

This field allows the query to select respondents based on
the organizational units they simulate. It specifies one of four
cases: irrelevant, specified, included, or including. The 256
choices available should be adequate.

c. Simulator Type - 16 bit enumeration

Each type of simulation system participating in the
simulation is described by a simulator type ccde. The number of
different type that are allowed for is adequate.

d. Vehicle ID - 48 bit sequence

Each vehicle in the exercise has a unique vehicle ID. This
field consists of two parts: a 32 bit simulation address that
identifies the simulator modeling the vehicle, and a 16 bit
unsigned integer vehicle number that distinguishes that vehicle
from all others being modeled by that simulator. This
representation allows for an increased number of vehicles without
increasing the number of bits.

e. 16 Bits Unused

These bits will remain as is to keep proper structure.

f. Organizational Unit - 32 bit sequence

This field tells how each vehicle is associated with a
series of organizational units and the hierarchy of command. The
first element in the field is the force ID. This is an 8 bit
unsigned integer that tells what force that vehicle belongs to.
It usually is two forces, however, the setup allows for 256
different forces in an exercise. That seems more than adequate.

The next element describes the organization type. This is
of an 8 bit enumeration type. It is recommended that this field
be increased to "6 bits.
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The next element describes the hierarchy of the
organizations. This uses an 8 bit unsigned integer field that
identifies each unit, and an 8 bit enumeration field to describe
the type. This all seems adequate.

Status Response PDU Variant

When the conditions specified by a Status Request PDU are
not met, then the simulator returns a Status Response PDU. It
is recommended that this field remain as is.

StatusResponseVariant sequence

(
result
56 unused bits
)
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Activate Response PDU Variant

Any simulator that correctly receives an activate request
PDU must immediately respond by returning an activate response
PDU. The following fields are included in addition to the PDU
header.

type ActivateResponseVariant sequence
{
Vehicle ID
result
unused 8 bits
timeLimit
48 unused bits)

a. Vehicle ID - 48 bit sequence

Reference Position Paper by Karen Danisas on Deactivate
Request and Response PDUs.

b. Activate Result - enumeration 8 bits

There are currently five results defined indicating whether
the request was accepted or not. These eight bits, which allow
for 256 reasons to be defined, are more than adequate.

c. 8 Unused Bits

It is recommended that these bits be used to create a new
field, 8 bit enumeration, that tells if the activation was
successful.

d. Timelimit - 16 bit unsigned integer

The timelimit tells how long the responding simulator will
take before it can issue appeartnce PDUs for the newly activated
ve %1-1^ v changes need to be made in this field.
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e. 48 Unused Bits

These bits will remain unused to keep the proper
structure, and possible new fields.
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ARCHITECTURE

The SIMNET architecture is based upon Local Area Network
(LAN) service between the SimuLator/Trainer workstations (S/Ts,.
Fugure I shows a possible interconnection of LANs using LAN
bridge concepts. This is a simple way of providing broadcast
service worldwide over leased Lines, and is implementable today
with off-the-shelf hardware and software. The bridges set up the
interconnections such that redundant paths are not operable
concurenty; this is probably the method previously employed for
interconnection between SILNET LANs.

BACKGROUND INFOP-MkTON

If each S/T transmits 4 packets of information per second, each
packet 256 bytes in length, including error recovery; and if every
S/T receives all packets from other connected S/Ts, then each S/T
must be capable of processing (receive side) through it's ethernet
connection, (n-1)(1024 x 8) bits per second. If each LAN can have
up to 80 S/Ts, then any given LAN can be distributing up to
(80)(1024 x 8) bits per second, and each S/ receives (79)(1024 x8)
bits per second for processing. White the transmit side for each S/T
remains somewhat constant, it's receive side loading depends
directty upon the number of S/Ts participating in the scenario.

For order of magnitude calculations, using I-1 service
(1.544mbps), the totaL number of supportable S/Ts is: 1.544x ioE6
/ (n)(1024 x 8) or, n - 1544000/8192 - 188. With network
administration, diagnostics, and management the supportable
number is probably closer to 170. CertainLy, multiple T-1 or higher
bandwidth lines can be employed for WAN interconnects of the
LANs through bridges or gateways.

The Umitation of the ethernet LAN is of some significance;
running at I x 1 0E7 bits per second, it degrades as a function of
loading and when tuned, is able to support perhaps as much as half
it's clock rate in traffic loading.
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The terminals connected to the LAN are also Limiting factors;
for example, an Tn/AT machine running at 8 Miz. allows a
throughput of 200 KBPS at a packet size of 256 bytes (DEC Networks
and Communications Buyers auide, pg. A-46, J)uy-December
1989). Assuming throughput can be scaled with processor clock
speed, ca 33titz. AT machine should be capable of 800KBPS
throughput at the same packet size. Therefore. the first order
throughput Limitation, dependent upon the vintagc of the S/T, is
probably that of the terminal interconnect to the LAN; and the
second order Limitation. is that of the LAN itself or the LAN/WAN
bridge.

PROTOCOL PROFILES

Looking at the protocol profiles, the present SITMNET is
considered-a proprietary appication layer protocol with integrated
functions spanning the five layers below to join with ethernet at
the physicat/eectrical, layer (Figure 2). If SLMNET is to run via a
connectiontess profile, then it should interface via ISO 8206,
ConnectionLess Transport Protoco, at the transport ayer. A typicaL
profite would use ISO 8602 at transport, 6473 at network, 8802-2
type I at link, and either 9802-3 or FDDI at link and physical
Layers. If a connection oriented profile is to be employed, a typical
profile would embrace ISO 8073 at transport, 8208 at network,
8802-2 type 2 at link, and 8802-3 or .F at link and physical
Layers. Evolution to ISIN services at the physicaL/eectrica and
Link layers can be accomplished through an interface to ISO 8208 W.
the network ayer. Facx and teletype can be added to the 'ISDN
capabilities via a CCITT 1.451/q. 931 network interconnect from the
LAP ) Link layer.

EVOLUTION

An approach to evolving from these constraints (figure 3)
might be to attack the LANs and the terminaL interconnection in an
integrated fashion by imptementiag MMY. FDDI will function at
100 x 1 0E6 bits per second with bandwidth aLocations for video,
data, and dizgitized voice. Cardsets for the terminals
interconnection wiLL possibly provide data at a rate such that the
S/T will again be the Limiting factor on throughput.
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The employment of FDDI should oow time for the SIMNET
protocol to evolve into an OST conforming profiLe. This strategy can
then alUow migration into ISDN and beyond. Since the network
providing the interconnections of the LANs is assumed to be
cassified, there is a requirement to evolve the Xa from the present
84 capabitities to hiher bandwidths, and/or advancing the
SLAC=. modeLs/techniques. Products using the Secure Data
Network System (SINS) Security Protocol 3 (SP3), now under
deveLopment, wiL make provision for a layer 3 security to be
implemented in the connectiontess mode. Under an SP4 umbrla,
connection oriened service security can evolve either from the 84
concept or via integrated security modules inserted into the SIT.

An evolution from the present S'IMNET to an OSI based
implementation might consist of the following:

1) Establishing a C process for the SMNET evolution.
2) Structuring S1MNBT into the ISO-OSI seven ajer structure

(I 7498 and CCITT X.200).
3) Establishing OSI network management and administration.
4) Mgrating from ethernet to the 'SO 8802-3 LAN.
5) Evolving the security functions for both connectiontess and

connection oriented service.
6) Transitioning from 8802-5 to FDDI using the same Link,

network, and transport profiLe.
7) Implementing coftnection oriented service to interface into

ISDN.
8) Employing TS 2000 services for the interconnection of the

SIMNET LANs.

CONCLUSION

Regardless of the evolutionary process steps taken, working
closely with NIST and ITS, and embracing and implementing the
'LEBE, ANSIL, ISO, and CCTT standards is the only supportable
approach for SM'T evolution.
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EXECUTIVE SUMMARY quired to interpret vehicle appearance update packets
received at each simulator is now the critical bottleneck

Previous SIMNET exercises were constrained to take limiting future growth in the size of exercises. This

place within a selectable exercise area 75 kmi on a side. concern is particularly serious when we consider future

Future SIMNET exercises will take place over much exercises that may consist of 10,000 to 30,000 vehicles.

larger areas of the world. Forexample, exercises planned

for 1991 will cover a major part of Europe and include We recommend adoption of a Cartesian geocentric

participation by Army, Air Force and Navy forces. In coordinate system (Earth centered and Earth fixed) to

order to support these much larger exercises, we must be represent positions, velocities, and orientations within

able to communicate positions within a worldwide data- the SIMNET network protocol.

base across the SIMINET network. Using the approiches described below, we achieve

However, use of worldwide coordinates in the SIMNET positional accuracies of a fraction of a meter worldwide,
protocol must not significantly increase tie computation without incurring a significant increase in the runtime

load imposed on each simulator. The processing re- arithmetic operations required within a simulator.
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1.0 PROBLEM STATEMENT 1.2 Requirement for a Worldwide Coordinate
System

1.1 Current SIMNET Protocol
Previous SIMNET exercises were constrained to take

Current SIMNET network protocol (Ref. 1)uses appear- place within a selectable exercise area 75 km on a side.
ance packets to communicate the position of a moving Future SIMNET exercises will take place over much
vehicle or a battlefield effect (e.g., shell detonation) largerareasoftheworld. Forexample,exercisesplanned
across the SIMNET network as Cartesian coordinates, x, for 1991 will cover a major part of Europe and include
y, and z, each of which is a 64-bit IEEE Standard 754 participation by Army, Air Force, and Navy forces. In
floating point number. This representation is adequate to order to support these much larger exercises, we must be
provide a sub-micron position resolution within a world- able to communicate positions within a world database
wide range. across the SIMNET network.

This Cartesian representation also supports efficient This is not only a requirement to support different
simulator implementations, because these coordinates simulators operating at large geographic distances from
can be used directly within a simulator to drive the each other, but is also a requirement to permit a single
computer image generator (CIG) to create images of the simulated vehicle to move continuously across a large
other vehicles and battlefield effects. part of the world (e.g., fighter bombers flying from

England to Libya).
The further choice of Cartesian coordinates aligned with
the local surface of the Earth (topocentric coordinates) We will be required to support worldwide exercises,
provides the additional benefit of being able to choose which will require use of worldwide coordinates in the
basis vectors East, North, and Up which are constant SIMNET protocols.
vectors over the portion of the battlefield within interac-
tion range. This coordinate system is shown inFigure 1. 1.3 Requirement for Computational Efficiency
These vectors are needed in the dynamic vehicle simu-
lation, where the acceleration of gravity acts in the Large exercises planned for 1990 will involve about
negative Up direction for the platform and its ballistic 1000 vehicles in a single SIMNET exercise. This will
projectiles. They are also needed in soldier-machine result in network traffic estimated at 1000 packets per
interfaces that display vehicle heading and attitude. second, with a size of about I kilobit each. If no external

"relevancy filtering" is provided to reduce this load, each
simulator must receive this packet traffic, and ignore

Up vehicle-appearance packets from vehicles that are be-
yond the simulator's maximum battlefield interaction
range (e.g., visual, sensor, or radar range). Typically,

North only 100 vehicles will be in view at one time, so this
range filtering may reject 90 percent of the traffic re-
ceived over the SIMNET network.

E as t This filtering must be very efficient so it does not
consume too much of the available computation re-
sources of each simulator. The range rejection condition
currently employed is:

< 100km Reject if:

Figure 1. Current SIMNET Coordinate System x < x0- R or x > x0+ R or y < y0 - R or y > y0 + R
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where x , y is the location of the remote vehicle, x.' y. is simulation spans a large east-west range. Similarly,
the location of the vehicle being simulated by this Universil Polar Stereographic (UPS) is not appropriate
simulator, and R is the maximum battlefield interaction away from the poles, nor is the Lambert projection
range for this simulated platform (typically 5 to 10 km.) (projection onto a cone coaxial with the Earth) appli-
This test requires four arithmetic operations (compari- cable for areas of large north-south extent.
sons with precomputed boundaries) per packet, or about
4,000 arithmetic operations per second. The test does Adequacy of a scheme for i , cifying and communicat-
not include differences in altitude (z-z 0) because current ing position information depends on whether pairs of
applications only include ground operations, close air individual simulators can be made to agree as closely as
support, and nap of the Earth flying, where altitude desired on important geometric observations of the
differences are negligible with respect to R. simulated world. The most important observations are

position, azimuth, and range.
Use of worldwide coordinates in the SIMNET protocol
must not greatly increase the computation load, particu- Agreement on position matters when an internal calcu-
larly if this computation competes for scarce processing lation of position within a simulator is compared to a
resources within a simulator. position supplied via the network. If the external and

internal positions are not consistent, that simulator arid
For the packets accepted (vehicles within battlefield others on the network may not agree on the state of the
interaction range), we update the Remote Vehicle Ap- world.
proximation (RVA), which performs a dead reckoning
or constant velocity extrapolation of the position of a Likewise, azimuth and range inconsistencies will give
remote vehicle between reception of appearance update rise to interoperability failures. The best mechanism to
packets from it. This requires storing the new position ensure consistency is to make the least restrictive as-
coordinates, velocity, orientation, and other appearance sumptions about the nature of the soace within which
parameters in a RVA table entry for the remote vehicle, simulations are to take place. This proposal assumes

only that activities take place within the general vicinity
Use of worldwide coordinates in the SIMNET protocol of the planet Earth.
must not introduce a serious computation load at this
point, either. 2.0 BACKGROUND

In summary, we must introduce a global coordinate 2.1 The Defense Mapping Agency
system in the SIMNET network protocol without exact-
ing a serious penalty in the computation required of The mission of the DoD Defense Mapping Agency
participating simulators. (DMA) is to produce and distribute mapping, charting,

and geodetic products to Department of Defense users1.4 Requirement for Consistency of Position, worldwide. The DMA produces digital geographic
Azimuth, and Range Calculations. information in a number of forms (Ref. 2). Two impor-

tant products are Digital Terrain Elevation Data (DTED),
The network must supply position information at a which provides terrain altitude data at fenceposts spaced
precision in excess of the requirement of the most critical by 3 seconds of latitude and longitude (about 90 meter
simulator or application. If the representation of posi- spacings) within a specified I degree by I degree geo-
tional information is based upon any model simpler than graphic cell, and Digital Feature Analysis Data (DFAD),
the best available (i.e., geodetic coordinates), then it will which provides digital description of linear features
be inadequate whenever a simulation does not meet the (e.g., roads, rivers, railroads) and area features (e.g.,
restrictions of the model. For example, disseminating towns, lakes, tree canopies) within the same geographic
position information in a Universal Transverse Mercator CU.

(UTM) coordinate system will not work well when the
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2.2 The World Geodetic System 1984 (WGS84) For most applications, elevations and depths are meas-
ured with respect to a simplified form of the actual bcst

The use of grids, datums, and ellipsoids within the DoD approximation to the sea-level surface (the geoid). The
is described in DMA Technical Manual 8358.1. Datums, geoid may deviate from the ellipsoid by several hundred
Ellipsoids, Grids, and Reference Systems (Ref. 3). The meters. The practical consequence of these deviations is
DMA has chosen to refer all its products to a single that the vertical reference used for depths and elevations
coordinate system to support the widest range of world- is usually not the ellipsoid but an approximation to the
wide applications, to easily relate information from geoid.
different sources, and to ensure smooth transitions in
product use from one part of the world to another. To further complicate matters, several vertical referenceI systems may apply to a single location on the Earth's
The coordinate system chosen is the World Geodetic surface. For example, a location on a beach may be
System, an Earth-centered (geocentric), Earth-fixed referenced to mean lower low water on a nautical chart
coordinate system that models the Earth gravimetrically and to mean sea level on a land map. The elevations may
(Ref. 6). This system uses extensive satellite tracking differ by several meters. Practical vertical positioning
data to model the Earth's geoid, or gravitational equipo- requires some degree of universal agreement on a verti-
tential surface, as an oblate spheriod (or ellipsoid, an cal reference surface, in addition to the ellipsoidal sur-
ellipse of revolution). This ellipsoid approximates the face associated with a geodetic reference system.
undisturbed mean sea level worldwide. This model has
undergone successive refinements, based on improved This can be achieved with a relatively simple geoid
satellite data, in 1960, 1966, 1972, and 1984. The latest model, perhaps even equating the geoid to the WGS84
and most accurate version is called WGS84. Position ellipsoid, unless the most demanding, simulation appli-
coordinates within WGS84 consist of geographic coor- cation requires a more precise definition of the exact
dinates (latitude and longitude) plus the altitude, with shape of the earth's surface. A standard geodetic refer-
respect to the defining ellipsoid, as shown in Figure 2. ence system which provides Geodetic coordinates, in

combination with the parameters that specify the associ-
ated ellipsoid, provide the most concise, universally

North accepted specification of location.

Simulations of Naval forces and Air Force units need to
provide the same soldier-machine interfaces as the real

Altiutude platforms, namely input and output of coordinates with
Prime L ... atitude respect to WGS84.

Prime
Meridian 90 dog E The NAVSTAR Global Positioning System (GPS) is a

Geocenter constellation of navigation satellites, a number of moni-
toring and control ground stations, and mobile user
equipment sets. The GPS provides highly precise posi-

Local tion, velocity, and time information to users anywhere in
Merdian the world, at any time, regardless of weather conditio

The GPS reports three dimensional geodetic positions in
relation to WGS84, so this data can be directly related to

Figure 2. World Geodetic System 1984 other DMA map, charting, and geodesic products.
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Many paper maps and other external data used in simu- A

lation exercises are based on geodetic reference systems - -

other than WGS84. The Moledenskiy equations (or their
abridged form, in Reference 3) may be used to convert
between WGS84 coordinates and those based on other [ - -

ellipsoids.

The Molodensky equatirns (Ref. 7) provide an accuracy : -- ,
of approximately 10 meters (Ref. 5). Other datum shift ,
methods can provide acuracies approaching 15 centi- " -- -- ,-
meters in continental areas and 1 to 5 meters over the
oceans. The precision (or internal consistency) of the
transformation can be estimated by an analysis of the Figure 3. Universal Transverse Mercator Projection
results of transforming a set of geodetic coordinates from
a given ellipsoid to another and back again. An inverse Registration of the projection and the actual surface is
transformation m?.y not exactly reverse the effects of a perfect along the central meridian; to the East or West,
transformation for two reasons: first, either of them may the scale factor increases monotonically. To control this
be an approximnation, which has some error due to scale distortion, the.projection width is limited to plus
truncation of high order terms; second, finite numerical and minus 3 degrees from the central meridian, and the
precision causes some loss of accuracy in each direction, projection operation is repeated 60 times, with succes-

*The Military Grid Reference System sive 6 degree slices of longitude, to cover the entire
2.3 hcircumference of the Earth. (The cylinder is actually

(MGRS) placed secant to the globe rather tln tangent to mini-
mize the deviation of the scale factor from 1.0 across the

TheMilitary GridReference System (MGRS) is amethod slice.)
of projecting the surface of the Earth onto a series of 2-
D maps ruled in parallel lines intersecting at right angles For latitudes more than 80 degrees South and 84 degrees
and forming a regular series of squares. The projections North, MGRS uses Universal Polar Stereographic (UPS)
used are conformal, meaning that small geographic projections. For the North Polar Region, this may be
features retain their shape, intersection angles on the viewed as placing a plane -,ngent to the North Pole and
surface retain their true values, and, at any point, the projecting the Earth's surface onto it from the South
scale factor is the same in all directions. Pole, as shown in Figure 4. Conversely, for.the South

Polar Region, we project from the North Pole onto a
Military topographic maps are produced using the MGRS plane tangent at the South Pole. Each of these projec-
system and are used extensively by the Army for opera- tions is conformal. (Again, the plane is actually placed
tions within a limited area. Coordinates on the grid are secant to the globe rather than tangent to minimize the
measured in meters (or kilometers) East and North of the deviation of the scale factor from 1.0 across the circular
map coordinate origin, so azimuths and ranges can be region.)
read directly from the map.

In simulations of Army platforms, the soldier-machine
For latitudes between 80 degrees South and 84 degrees interfaces must support input and output of MGRS
North, the projection used is called Universal Transverse coordinates, as they do in the real vehicles.
Mercator (UTM). This projection may be viewed as
placing a cylinder in contact with a selected meridian Standard algorithms to convert in both directions be-
(the central meridian of the projection) on the ellipsoid tween MGRS coordinates and WGS84 coordinates are
representingthe Earth'ssurface,andprojectingtheEarth's given in Reference 4. As long as these conversions are
su.face onto the cylinder from the center of the Earth, as only carried out to support soldier-machine interfaces
shown in Figure 3. The axis of the cylinder is at 90 '(e.g., once persecond), their computational efficiency is
degrees from the Earth's axis, hence the term transverse, not a serious issue.
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Ais of 8.l1,aod ftosm to
plans; liploed tangent toPlane Is W

Figure 4. Universal Polar Stereographic (UPS) Projection

3. 0 ASSUMPTIONS 1. Geocentric coordinates: Earth geodetic centered,

Earth-fixed coordinates aligned with the (Equator,

3.1 Cartesian Coordinates in Computer Image Prime Meridian), (Equator, 90 degree E), and North

Generation Subsystem Pole.

2. Topocentric coordinates: coordinates centered at a
We assume that each simulator's computer image gen- selected point on the Earth's surface and aligned at
eration (CIG) subsystem will operate in Cartesian coor- the selected point with East, Noith, and Up.
dinates. The positions of platforms, terrain, and cultural
features to be displayed must be expressed in some x, y, 3. Offset coordinates: centered at some point on the
z coordinate system to drive the CIG, and this coordinate Earth's surface, but aligned the same as Geocentric
system must extend out at least as far as the simulated coordinates.
platform's battlefield interaction range. In any case, we require any conversion from the network

Since all reference to this coordinate system occurs standard global coordinate system to the CIG coordinate
internally to the simulator, it does not need to be stan- system to be efficient, because we may be carrying out
dardized in the same way that a SIMNET network this conversion 100 times per second when 100 other

o oakeep i ovehicles are visible. In the future, as high performance,protocollow cost reduced instruction set computers (RSC ma-
sian CIG coordinate system, converting between it and chines reduced into st simutor ISlma-
(standardized) global coordinates on the network, and chines) are introduced into most simulator implementa-
each simulator's local coordinate system may be differ- tions, far more arithmetic cycles will be available for less
ent from that of every other simulator. Tere are three cost, so the computational efficiency of these coordinate

obvious alternatives here for the choice of Cartesian CIG transformations wiU become less of a serious issue.
coordinates:
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3.2 Range Rejection Requirements As an example, we might consider subpixel accuracy
adequate for a visual system. A variety of simulators,

Our second assumption is that a simulator will need to from low-resolution, low-cost systems to high-end flight

efficiently reject about 1000 packets per second from simulators may play together in an exercise. Implemen-

1000 other vehicles which are beyond interaction range. ration of subpixel accuracy would be very different for

This assumption is based on the simulator data flow systems at opposite ends of the performance spectrum.

architecture shown in Figure 5. Likewise, the requirements for a surface vehicle simula-
tor, viewing horizontally, and a plan view display, view-ing vertically, may differ in emphasis on preserving

V, _ QV range versus azimuth.

4. 0 THE KEY ISSUE: CHOICE OF GLOBAL

EVRAPLATEGEOMETRY

EC 4.1 The Globe

( O""V*CV&L 1WnMaps normally project a region of the Earth's surface
onto a plane ruled with a square grid. Although various

Figure 5. Data Flow Architecture projections may be specialized to display regions of
large extent parallel to one of the two axes of the grid,
none is satisfactory for covering a large region of the

This restriction may be relaxed in the future by use of Eartli's surface. A plane projection cannot reflect the
multicast addresses that are dynamically assigned to geometric truth that the Earth's surfade is curved. Curva-
groups of mutual interest, i.e., only groups in which ture shows up in two equivalent ways:
battlefield interactions are possible. Many local network
implementations provide hardware filtering of multicast 1. Position-dependent directions. Topocentric direc-
group addresses; so, in the future this burden may be tions change with position. The vectors East. North,
rerroved from software executing in the simulator, and and Up point in different directions from different
the processing burden of this range rejection computa- points on the Earth's surface. On a spherical Earth.
tion may no longer be an issue. the angle between the Up vectors at two points is the

great circle distance between the two points divided
3.3 Internal Simulator Simplifications and Op- by Re , the Earth's radius (about 6378 kin).

timizations Required 2. Angular Discrepancy. Angles in a curved space

(e.g., bearing differences on the Earth's surface) am
With current technology, it would be excessively expen- different from those in a flat (plane) space. For in-
sive to require simulators to operate in real time, directly stance, in a plane triangle, the sum of the three
applying the full empirical and mathematical relation- interior angles is always x radians. In contrast, the
ships between universal network coordinates, an ellip- sum of the angles in a spherical triangle (made by
soidal approximation to the Earth's surface, and the arcs of three great circles on a spherical Earth)
actual elevation or depth with respect to the geoid. We exceeds t by the curvature (1/R 2) times the area
therefore assume that simulators and other network enclosed, as shown in Figure 6. fhe larger the area
applications will make extensive simplifying assump- covered, the larger is the angular discrepancy. One
tions about the representation of position and orientation result of this is that the back azimuth (bearing from
with respect to the Earth. These engineering compro- a landmark) need not differ by 180 degrees from the
mises may take any form whatsoever as long as global azimuth (bearing to the landmark).
consistency in (at least) position, azimuth, and range is
retained.
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North onto a plane. These distortions may take the form of
Pole x+angle distortions (giving different angles in the plane

- _from those on the Earth's surface), distance distortions
(changes in scale factor from place to place) or both.
Equivalently, we can map one set of great circles into

,AreaS straight lines in the plane, but we cannot do this with all
Prime great circles.

Merdin B
A 90 dog E For example, the Mercator, Lambert conic, and UPS

Ceter. projections may be viewed as rolling up a plane along an
of Ea9sh axis coincident with the Earth's axis, placing the result-
Equator ing surface (cylinder, cone, or plane, respectively) tan-

gent to the Earth, and transferring geographic features
Figure 6. Angular Discrepancy on a Curved Surface onto the adjacent surface. These reproduce meridians as

straight lines, but other great circles appear as circular
arcs on the map (except the Equator which appears as a

Eiz,xr oi these effects can be taken as the definition of straight line in the Mercator projection).
curvature. However, the angular discrepancy general-
izes more readily to higher dimensions. The Universal Transverse Mercator (UTM) projection is

onto a cylinder with axis rotated 90 degrees from the
In a global coordinate system, position-dependent direc- Earth's axis, and tangent to the Earth along a central
tions require us to calculate the topocentric directions as meridian. Great circles that intersect ;he central merid-
a function of a simulator's current position. This can be ian at 90 degrees map into straight lines, as does the
reported to the dynamic simulation as a 3 by 3 orthonor- central meridian, but other great circles map into circular
mal matrix containing East, North, and Up basis vectors arcs.
as its columns. Equivalently, it is the orthonormal
(rotation) matrix which multiplies a vector to convert it We cannot eliminate these angular distortions because
from topocentric coordinates to geocentric coordinates, they are inherent in any projection of a curved geometry
Fortunately, thismatrixdoesnotchangeveryoften:ifwe onto a plane. The best we can do is to require the
recalculate it every time the simulator moves 6 kilome- projection to be conformal. This means that intersection
ters, the Upaxis will alwaysbewithinamilliradianofthe angles are preserved in the mapping process, or
correct direction. (East and North directions change equivalently, the scale factor of the map at a single point
more rapidly and even undergo a 180 degree discontinu- is the same in all directions. Small geographic features
ity when passing over the pole. This makes it desirable are orthomorphic (same shape) but they are scaled and
to recalculate the matrix more often.) rotated by different amounts at different locations. For

the projections above, the scale factor is minimum at the
4.2 Projections center of the resulting map and increases toward the

periphery.
The idea of a projection is to reproduce the surface of the
Earth on a plane such that the Up vector is a constant 4.3 Drawbacks of Projections
normal to the surface. Coordinates can then be taken
which give two coordinates in the plane, with altitude The use of a projection to represent global geometry has
above the plane representing altitude above mean sea four major drawbacks:
level. The constant Up vector may prove convenient in
the dynamic vehicle simulation and in ballistics simula- 1. Flat Earth Approximation. All these projections
tion. represent the Earth as flat. This means that a CIG

driven by a projected geometry will be unable to
However, due to the angular discrepancy effect, distor- show the curvature of the Earth's horizon, even from
tions inevitably result from projecting a curved surface high altitude vehicles. This is not a significant effect
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for SIMWET vehicles, though it may be a problem in 4. Reprojecting all Visible Terrain. The p.ojection
space shuttle and National Aerospace Plane simula- distortions described above grow quadratically with

tors. More serious is the need in naval simulations the size of the region being project',d. In order to
to duplicate the effect of incoming sea-skimming keep distortions within reason, we must keep the size
missiles popping up over the horizon, or other ships of the region very small with respect to the Earth's
sinking below the horizon as they steam away, radius. As the simulated vehicle moves across the
breaking optical communications links. Earth, it will eventually reach a point where the

distortion at the edge of the projection is all we can
2. Runtime Projection Costs. All terrain and all mov- tolerate. At this point, we must switch to a new

ing models must have their geometry (e.g., vertex 1o- projection, centered near our current location.
cations) transformed by exactly the same projection. Switching to a new projection means recomputing
If moving models were transformed differently than the projection geometry for every vertex in the
terrain, a vehicle hidden behind some terrain feature terrain within current view. To prevent a distracting
(e.g., a small hill) could appear in some viewing CIG flash on the CIG, this replacement of the visible
as appearing in front of the hill, or inside it, or terrain should be done within one video frame time.
floating above it. This imposes a serious runtime This requires either double buffering the terrain or
penalty: the appearance packets arriving from the providing a very fast recomputation cycle to repro-
100 or so othervehicles within viewing range (about ject the 10,000 or so vertices within range.
100 packets per second) must be transformed through
the projection geometry without consuming a seri-
ous fraction of the simulator's computing resources. 4.4 Use of Geocentric Cartesian Coordinates

In order to efficiently approximate one of the projec- Because of these drawbacks to the use of projective
tions above within less than a meter over 10 kilome- geometry, we instead recommend the use of Cartesian
ter ranges, we generally need a second order ap- geocentric coordinates in the vehicle appearance pack-
proximation, i.e., a quadratic function of two vai- ets. Since we are not performing any projection, there
ables requiring over of a dozen arithmetic operations are no distortions of bearings or ranges; angles and
per appearance packet. The truncation error intro- lengths are preserved exactly. We are not forcing the
duced in this approximation (neglecting higher order Earth to be flat. A periodic reprojection of all the terrain
terms) adds to the distortion errors introduced by the in range is not needed. These Geocentric Cartesian
projection transformation itself. coordinates are shown in Figure 7.

3. Bearing and Range Distortions. These effects, re-
sulting from projecting a curved surface onto a flat z axis,
one, were described above. One way that a surveyor Earth axis
might measure them within a simulated environ- NrhPl
mert is by use of navigation equipment aboard a
simulated Apache helicopter. A list of exact loca- Prime 90 Dog East
tions of a number of significant landmarks are stored Meridian
in the digital navigation computer. The TADS
(target acquisition and designation system) can be
used to obtain a fix by laser ranging off a known
landmark. The measured range and bearing to the
landmark, plus its stored location, give the vehicle's x axis Equator
position. If the Apache is located at some other
landmark and there is significant range or bearing
distortion, it will be impossible to reconcile this _

measured location with this landmark's stored loca- Figure 7. Geocentric Cartesian Coordinates
tion.
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In order to do the range filtering of packets from vehicles a sub-micron resolution worldwide. This resolution
beyond interaction range, we replace the appearance is far greater than we need for simulation applica-
packet rejection test of Section 1.3 with: tions. On the other h -nd, 32-bit floating point would

only give about 1 meter resolution, which would
Reject if: result in visibly jerky movement of nearby vehcles.

x <x 0 - Ror x > x 0+ Rory <y0 -Rory>y 0 +R A simulator vendor could choose to take advantage
or z < z0- R or z > z0 + R of the fact that we do not need an entire 64 bits of

resolution within the CIG y adopting offset coordi-
This results in six arithmetic operations (comparisons nates for the CIG (aligned withgeocentric Cartesian
with precomputed boundaries) instead of four or about directions but centered at a point on the Earth's
6,000 arithmetic operations/second, surface). Each region of terrain will then have a 64-

bit origin x, y, z stored with it, and vertex values

The small minority of packets that pass this filter can be within the terrain region will be stored as 32-bit

subjected to a subsequent tighter range test, namely: floating point differences from that origin. To inter-
pret a position within a vehicle appearance packet

Reject if: we subtract the vehicle position from our currentorigin (in 64-bit precision), then round the differ-
(x-x0)2+ (y-y0 )2 + (z-z0 )2 > R2  ence to 32-bit floating point. This position is then+ - commensurate with the 32-bit floating point values

This requires an additional nine arithmetic operations for of terrain vertex locations, and both will feed a 32-

the packets which passed the first test, or about 900 bit CIG. This 32-bit resolution (23-bit mantissa)
operations/second more. gives a resolution of 1 centimeter over an 80 kilome-

ter distance from the origin of the terrain region.
If the CIG also operates in Cartesian geocentric coordi- The runtime implication of this design choice is
nates, we can choose to do the RVA (remote vehicle three subtractions per vehicle appearance packet
approximation) in Cartesian geocentric coordinates as before storing the result in the RVA table, or about
well, so there is no runtime penalty in terms of arithmetic 300 additional arithmetic operations per second.
operations to perform a transformation. Of course, this
is a design choice to be made by a simulator vendor, not 2. Choice of Coordinates for the Simulation Host. A
a specified standard. We discuss it here only to demon- single simulation host is likely to use a number of
strate the existence of a design choice that minimizes the different coordinate systems. For example, calcula-
added computational burden from use of global coordi- tion of aerodynamic forces is done most economi-
nates. cally in relative wind coordinates, where drag is

parallel to relative wind direction and lift is orthogo-
The choice of Cartesian geocentric coordinates for a nal to it. Calculation of angular acceleration is done
global coordinate system meets our stated objectives for most economically in body coordinates, where the
converting the SIMNET network protocol to a global tensor of inertia is a constant matrix. Display of
coordinate system without imposing unacceptable run- heading and attitude is done in topocentric coordi-
time burdens on the simulators. However, it does raise nates (East, North, Up) as shown in Figure 8. Inte-
three new issues: gration of angular velocity into orientation may be

done most economically in a quatemion representa-
I. Coordinate Resolution. The current SIMNET net- tion (a generalization of complex numbers), which

work protocol uses 64-bit floating point IEEE Stan- may be with respect to either geocentric or topocen-
dard 754 values for x, y, and z coordinates. We will tric coordinates. Integration of acceleration into
now interpret x, y, and z as geocentric Cartesian velocity and velocity into position may be done
coordinates. The 64-bit numbers will range between equally easily in either geocentric or topocentric
about ± 6.4 million meters with 52-bit mantissa fur coordinates.
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North 5.0 CONCLUSIONS AND RECOMMENDATIONS
Pole

We recommend adoption of a Cartesian geocentric
coordinate system to represent positions, velocities, and
orientations within the SIMNET network protocol.

Prime IUsing the approaches described above, we achieve
eridian L d Et positional accuracies of a fraction of a meter worldwide,

without incurring i significant increase in the runtime
I enter arithmetic operations required "ih.t a simulator.6 f-Eat-h - -I
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APPENDIX A: COORDINATE CONVERSION ALGORITHMS

In this section we present a complete set of algorithms for interconverting between

the various coordinate systems described in our proposal.

Definitions

The WGS84 ellipsoid is an ellipsoid of revolution defined by two parameters: the
equaorial radius a = 6,378,137 meters (the semimajor axis of the ellipse); and the
flattening f = 1 / 298.25722 3563. If we denote the polar radius (the semiminor axis
of the ellipse) as b, then b = a ( 1 -f ).

On the Earth's surface, geodetic/geographic longitude is the angle X between the
plane of the local meridian and that of the Greenwich meridian, wiLh positive values
to the East. Latitude 0 is the angle between the local normal to the ellipsoid (local
vertical) and the-equatorial plane, with positive values to the North.

Three surfaces are important for measurement of vertical position in a geodetic
system: the reference ellipsoid; the geoid, an idealized equipotential surface
coinciding with mean sea level over the oceans and extending across (usually below)
land masses; and the physical surface at the base of the atmosphere. They give rise
to three related measures of height.

Geodetic height (H) is the altitude above or depth below the reference ellipsoid.
Geoid height (N) is the altitude above.or depth below the ellipsoid of the geoid.
Surface height (elevation) is the elevation of the physical surface (h) with respect to
the geoid.

Our Euclidian geocentric x, y, and z axes point from the center of the earth toward
the (Equator, Greenwich meridian), (Equator, 90 degrees East longitude), and the
North Pole respectively. Our z axis is aligned with the Earth's axis.

We denote distance from the Earth's axis as w -/x2 + y2 . The defining equation
for the generating ellipse is then:

w 2  Z2

a2 + a2(1 - f)2 =1

Rotating this ellipse around the z axis generates the WGS84 ellipsoid of revolution.
Other ellipsoids may be generated using different values of the parameters a and f.
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Interconversion Algorithms

The following algorithms are expressed in the Pascal programming larpage. Brief
derivations of the mathematical basis of the more complicated procedtrs
supplement the Pascal implementation. A count of the trigonometric fution calls,
square root function calls, and floating point operations is given with esa statement
and as a summary at the end of each function or procedure. A short andis of the
floating point operations follows each algorithm. These algorithms areaccurate to
within a centimeter assuming their application within several kilometenef the
earth's surface and 64-bit IEEE floating point arithmetic.

The interconversion algorithms are presented with a bias toward clear dfmition of
their function. While they are reasonably economical as presented, the wader will
undoubtedly see modifications that could be made to reduce their compational
(time) cost. In particular, it may be desirable to combine several proce~res where
they will normally be called in sequence. While such improvements aseful in a
practical sense, the numbers presented fairly represent magnitude of thtvarious
conversion procedures.

The basic unit of time is the 64-bit floating point operation. This unit is designated
as afloat. The square root operation requires a sqrt of time to compute.
Trigonometric functions require a trig. A sqrt was found to equal 5flafrs, and a
trig was found to equal 12floats in our computing environment (Sun 3;C
language). All other operations (including floating point assignment and sign
reversal of a floating point value) were considered to be of negligible
computational cost.

Whenever the term "ellipsoid" is used without qualification, the WGS84 reference
ellipsoid is intended.

Interconversion between position on geoid and ellipsoid vertical positictis most
easily determined with respect to sea level, or its approximating surface, the geoid.
Simulation of vehicles, sensors, and weapons operating over intercontinenal ranges
or from orbital altitudes may require accurate vertical position determion.
Current Simnet applications are not sensitive to deviations of the geoid from the
ellipsoid and the approximation that the ellipsoid and geoid coincide is quite
reasonable.

The geoid could be modeled using some representation of the vertical separation of
the two surfaces as a function of horizontal position. The simplest function is a
constant (perhaps 0.0). This model is adequate for simulations up to continental
scale. More precise (and computationally expensive) models based on polynomial
expansions or interpolation of tabulated values could be used for precise global
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simulations. Note that such precision would not be required for global simulations
unless some sensor, weapons system, or navigational exercise required an accuracy
of less than about 100m over the entire planet.

Global Variables

The conversion algorithms that follow share two sets of global variables:
parameters that define the ellipsoid used by the geodetic system used or which are
derived from those defining parameters, and elements of the matrices used in
performing the topocentric conversions. These variables are initialized by
corresponding procedures: initializeellipsoid sets up the ellipsoid variables, and
initialize-topocentric sets up the topocentric conversion variables.

var
ellipse-a: real; { Equatorial radius }
ellipse_a -sq: real; { a squared I
ellipse-f: real: { Flattening: (a-b)/a)
ellipse b: real; { Polar semi-diameter}
ellipseb_sq: real; { b squared I
ellipse .a_sqoverb: real; { a*a/b}
ellipse-e: real; { Ellipticity: 2f-ff }
ellipsecl: real; { (1f)(1f)

topo_radius: real; {z value at origin of topocentric system }
toposin lat: real; ( sine of angle between normal and equatorial plane )
topocos_lat: real; ( cosine of angle between normal and equatorial plane )
toposin_on: real; ( sine of angle between normal and plane of prime meridian }
topocosIon: real; { cosine of angle between normal and plane of prime meridian }
toposincos: real; { sin(lat)*cos(lon)}
toposinsin: real; ( sin(lat)°sin(on))
topo-cos_cos: real; { cos(lat)'cos(lon) }
topocos_sin: real; {cos(lat)'sin(lon) I

This procedure sets up constants associated with a reference ellipsoid associated with a geodetic system.
The two input parameters, a and f, are the equatorial radius and the flattening, respectively. By
convention the equatorial radius is given in meters. For WGS84, a is 6,378,137m and f is
1/298.257223563. it must be called once before performing any conversions or Invoking the
initialize topocentric procedure. It may be called with new parameters to allow conversions with respect to
a different ellipsoid.
I

procedure initializeellipsoid(a, f:real);
begin
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ellipse-a :=;a, no op)
ellipseasq :- ellipse..aellhpse a- (1 float)
ellipsejf f; (no op)
ellipse_b :-ellipse..a*(1 .0-ellipsejf); {2 float)
ellipseb~sq :- ellipse..bellipseb; {2 float
ellipse.a.sq..over...b :a ellipso...a..sq/ellipse..b; I1 float)
ellipse..e :-ellIpsej'(2.0+ellipse); (2 float)
ellipse-Cl (1.0 - elliPSej) (1 .0 - ellipsejf); (3 float)

en d, j initialize..ellipsoid ) 111ifloat)

The computational cost of this procedure is 11 floating point operations.

This procedure sets up transformation w~nstants associated with a point with geocentric oordinates x, y,
and z for use in subsequent cenverslons between geocentric and topocentric coordinates. It must be
called once whenever a new origin is selected for a topocentric coordinate system.

procedure inftializejopocentric( x, y, z: real)
var

w, wsq, lat, ion, dummy: real;
begin

wsq: x*x +yy; ( 3 float)I
topo..radius := sqrt(wsq +. z *z); (1I sqit; 2 float)J
geocentric-to...geodetic(x, y, z, lat, Ion, dummy); (85 float)
w := sqrt(wsq); (1 sqrt)
topo_cosjlat :=cos(Iat); 1itrig)
topo_.sin-lat :-sqrt(1 .0 - topo..cosJat: topo..os_lat); (1 sqrt; 2 float)
topo-cos-lon:= x /w; 1ifloat)
topo_sinIon y / W; (1 float)
topo_sin-sin :-topo. sin..jat *topo_,.sinjlon, (1 float)
topo_sin-cos :-topo....sinjat *topo_cosIon; (1 float)
topo_cos_sin :-topo....osjlat topo_sinIon; (1 float )
topo_cos_cos :-topo coslaf' topo_!.cosjon; (1 float)

end; (initialize-topocentric) (1 trig; 3sqrt; 98 That)

The total computational cost of this procedure is approximately 123 floating point
operations.

Interconversion between Geodetic and Geocentric

The conversion from geodetic coordinates to geocentric coordinates involves
locating a point at height h above an ellipsoidal surface at a point where the surface
normal is equal to the tangent of the geodetic latitude.
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The requirement is to compute the coordinates of a point Xp, yp, zp at the given

height, h, above a point on the ellipsoidal surface at latitude 0, longitude X.

Let w(x, y) = _x2+y2 be a horizontal coordinate in a meridional section (Figure
A-1).
Then

Xp = Wp Cos. (A-1)

and
yp = Wp sin X (A-2)

The defining equation of the ellipse in the cross section is
w2 z
-2 1 (A-3)

where a is the equatorial radius, b the polar semi-diameter, and
f = a--b (A-4)

Solving (A-3) for w gives
/z

Wea - (A-5)

where the subscript e indicates a point on the ellipsoid.
It follows that

dzb w (A-6)ot - dw- a2 / 2

a
and

we a cos 2 (A-7)
W 1 -e sin 2

where e = 2f-f2 .
Then ,w2

Zea(l -f 1 - (A-8)

and
Wp =W e + h cos (A-9)and
Zp = Ze + h sin 

(A-10)

Finally

= pcos (A-11)
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and
y p Wp sin (A-12)

This procedure converts a position specified by the geodetic coordinates Jat (latitude), 1m (ongitude),
and height (height) to Cartesian geocentric coordinates x, y. and z. Initialize-ellipsoid miut have been
called prior to using geodeticto-geocentric.

procedure geodetic;_to_.geocentric( lat, Ion, height: real; var x, y, z: real);
var

sinlat. tempi, temp2, w;

{ The algorithm is based directly on the mathematical derivation given above )

begin

I Obtain the vertical and horizontal projection of the point on the ellipsoid)

sinlat :- sin(lat); {1 trigi
templ: ellipse_a / sqrt(1.0 - eilipse.e * (sinlat sinlat)); { 1 s-p; 4 float)
temp2 := tempi ellipse_ci; { floal)
tempi := tempi + height; {1 fioa)
temp2 := temp2 + height; I floa}

{ Obtain the projected horizontal position on the equatorial plane}

w :- templ* cos(lat); {I trig; 1 float I

( Obtain the projected vertical position on the pola7 axis)

z := temp2 sinlat; {1 float I

{ Project the horizontal position on the two axes in the equatorial plane)

x :- w *cos(lon); { 1 trig; I float)
y :- sqrt(w * w -x * x); { 1 sqrt; 3 float)

end ( geodetictogeocentric {3 trig; 2 sqrt; 13 float}

The total computational cost of this procedure is approximately 59 floating point
operations.
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The conversion from geocentric coordinates to geodetic coordinates involves
locating a point on an ellipsoidal surface that is directly below a given point. This
conversion is potentially less straightforward than the previous one since it is
possible to locate as many as four points on an ellipsoid that meet the stated
condition. Normally the desired solution is the nearest point that meets the
conditions. Although it is possible to compute the solutions directly and determine
the correct one, an iterative procedure is computationally less expensive.

In outline, the algorithm used here is based upon finding a point on the ellipsoid that
is reasonably close to the point below the given point. The slope of the ellipsoid is
used to estimate the location of the solution with respect to the initial guess, and the
guess is updated. The process is repeated until the distance between the current
estimate and the next estimate is less than some tolerance (one meter is used in the
Pascal version). For given point within a few kilometers of the ellipsoid, a single
iteration results in accuracy within a meter.

The aim is to calculate the height, h, above the ellipsoid and the latitude 0, and
longitude X of a point whose Cartesian geocentric coordinates are xp, y p, and zp.

Again, let w(x, y) = 4x,2+y2 e a horizontal coordinate in a meridional section.

The first step is to compute the horizontal coordinate

Wp =, ",x 2 + y2 (A-13)

and locate a point on the ellipsoid

w
we w (A-14)

a2

the slope at we is a2  b2

tan 1 - 2  (A-15)
b a

The magnitude of the surface normal is
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dn= 1- 2 (A-16)
tan 2

and the vertical coordinate

a]ae= b 1 - a2 (A- 17)

Let drw = Wp - we and drz = zp - ze. Then

dr = -dr 2 w + dr 2 z (A-18)

and h can be estimated as

drzdrw +r tan2 (-9

h =- dn(A- 19)h- dn

Then the arc distance from (we, ze) to a location on the ellipsoid below (Wp, zp) is

approximately

ds =A dr2 + h2 (A-20)

The increment along the w direction is

dw = (A-21)
dw=

and a new estimate for we is

we[i+lI] = we[i] + dw (A-22)

Equations (A-15) through (A-22) can be repeatedly applied until the correction dw
in (A-22) is sufficiently small.
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This procedure converts a Cartesian geocentric position specified by the coordinates x, y, and z, to a
geodetic position lat (latitude), Ion (longitude), and height (height). The procedure initializeellipsoid
must be called prior to using geocentricjto_geodetic.

procedure geocentrictogeodetic( xp, yp, zp: real; var lat, Ion, height);

var
wp, we, wesq, ze, zpsq, wpsq, h: real;

tanphi, inv_tanphi_sq: real;

dn, drw, drz, dr, ds, ds_sq, dw: real;

begin

Compute a starting point at the intersection of a geocentric radius and the ellipsoid.

Working in the plane of the polar axis and the given point reduces the problem

temporarily to two coordinates, w and z}

zpsq := zp * zp; I float)

wpsq:= x * x + y * y; 3 float)
wp:= sqrt(wpsq); {1 sqrt}

we := wp /

sqrt(wpsq / ellipse-a_sq + zpsq / ellipse_b_sq); { 1 sqrt; 4 float)

repeat { loop: 5 sqrt; 26 float)

(Move along a meridian of the ellipsoid until the given point is on the surface normal)

begin
wesq:= we * we; 1 float)

(Get current slope)
tanphi := (ellipse_asq_over_b

sqrt(1.0 - wesq/ellipse._asq)) I

we; { 1 sqrt; 4 float}

invtanphLsq := 1.0 / (tanphi*tanphi); { 2 fTat)

(Get magnitude of normal)

dn :- sqrt(1.0+invtanphi-sq); [ 1 sqrt; I float)

ze :- ellipse-b *

sqrt(1.0-weso/ellipse_a_sq); ( 1 sqrt; 3 float}
drw :a wp -we; ( 1 float)

drz :- zp - ze; ( 1 float)

(Compute distance from current location on ellipsoid to given point)
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dr := sqrt(drw'drw + drz "drz); {1 sqrt; 3 float)

( Estimate true height )

h :- (drw + drz "invjtanphi-sq) / dn; (3 float}

{ Estimate arc distance to point that would be under given point)

dssq :- (dr dr + h* h); {3float)
It dssq > 0.0 then ( 1 float)

begin
ds := sqrt(dssq); { 1 sqrt)
dw :=ds/dn; { float)

{ Update position to new estimate)

we:= we + dw; { I float)
end;

else dw := 0.0; { no op)
end;

Finished when last move is less than a meter)

until dw < 1.0; (1 float)

Compute geodetic latitude)

lat :- arctan(tanphi); {itrig}

(Compute longitude from components in equatorial plane)

Ion :- arclan2(yp, xp); (itrig}
height := h; (no op)

e n d { geocentricjo_geodetic} { 2 trig; 2+5"1oop sqrt; 4+26loop float)

The total computational cost of this procedure is approximately 34 floating point
operations plus 51 floating point operations per iteration. Within several
kilometers of the earth's surface the loop is executed only once, for a total of
approximately 85 floating point operations.
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Interconversion between Geocentric and Topocentric

This conversion is based on a rotation about three axes so that the z axis is oriented
parallel to the surface normal, x is oriented toward the north pole and y is oriented
toward the east. Following rotation, the coordinate system is translated along its z
axis to the origin of the topocentric system.

This procedure converts between a Cartesian geocentric position xg, yg, and zg and a Cartesian
topocentric position xt, yt, and zt. The procedure initialize.topenric must have been called at least
once prior to invoking geocentrictotopocentric.

procedure geocentric_to_topocentic( xg, yg, zg: real, var xt. tzt: real);

{Rotate the coordinates using the stored matrix elements }

begin
xt := xg ° (- toposin.lon) +

yg topocosJon; (3 float}

yt = xg* (- toposin.cos) -
yg toposinsin +
zg topocos~jat; { 5 float }

zt xg topo-coscos +
yg topocos_sin +
zg toposinlat -

Translate to the topocentric origin)

topo_radius; { 6 float }

e n d {geocentricjtojtopocentric } {float)

The total computational cost of this procedure is 14 floating point operations.

This conversion is based on a translation along its z axis to the geocenter followed
by an inverse of the geocentric-totopocentric rotation about three axes.

I
This procedure converts between a Cartesian topocentric position xt, yt, and zt and a Cartesian
geocentric position xg, yg, and zg. The initializetopocentric procedure must have ben called prior to
invoking topocentricjoo_geocentric.

procedure topocentric_togeocentric( xt, yt,zt: real; var xg, yg, zg: real);
var

tzt: real;
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begin

(Translate to geocenter)

tzt :- zt + topo-radius; I1Wall)

1Use transpose of rotation matrix to perform inverse rotation)

xg :-x* ( - toposinj- on) -
t *topo__sin.cos +
tzt *topQ..cos-Cos; (5 float)

yg :~xt *topossjon -
yt topo...sin-sin +

tzt topocos~sin; (5 float)
zg :

yt topo....osjlat+
tzt* topo~sinjlat; (3 fb*l)

end {topocentrictogeocentric) 14 fkmdt

The total computational cost of this procedure is 14 floating point operations.
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1 Introduction

Standards defined today will either enhance or impede the potential future
utilization of systems such as SIMNET for activities such as the definition
of new doctrine, requirements definition for new battlefield systems and sup-
port functions, and t > . support for research in decision aids and autonomous
systems. An effective set of data standards will enhance the ability of "third
party vendors" to provide useful software for direct support of simulation
functions., as wve!l as contribute to future requirements definition and evalu-
ation.

'Iany requirements, such as standards for rendering and visualization pro-
cesses. are already being addressed. The desire to introduce a new generation
of sophisticated, simulated, unmanned forces, however poses new, unique
requirements for data availability and data interchange proGesses which we
outline briefly here.

9. Operational Requirements

The unmanned force elements will, ide-dly, operate in a manner similar to
human tank crews. It should not be possible to identify an unmanned vehicle
on the basis of its behavior, nor should unmanned for-es be anv less effective
or deadly than their human counterparts. Human commanders should be
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able to give orders to their unmanned forces in the same fashion that they
would to manned vehicles under their command. The commander sho:ld
also be able to anticipate accurately the likely behavi.,r of their unmanned
forces: it has been said that to a pilot or a tank commander, there are no
pleasant surprises.

The "seamless" integration o€ manned and unmanned forces, .nplies a
number of capabilities for the unmanned forces. They must be able. in ef-
fect. to mimic the cognitive capabilities of their human counterparts. In
particu!ar, they must be --ble to perceive their envir,'nment, update and
maintain a model of the developing tactical situation, plan actions, moni-
tor their execution. and communicate. Initially, the unmnined forces will
probably require cognitive support from humans in the loop. However. even
rudimentary unmanned force capabilities will require a minimal abilitv to
perceive the environment, react to commands, and plan simple actions.

Based on available information about terrain, weather, logistics and en-
emy forces, they must be able to plan routes satisfying practical requirements
for timeliness and stealthy operation. The information available to the un-
manned forces should be consistent with that possessed by the human crews:
the unmanned forces should not be privy to better terrain information than
would be available to a human crew member, for example.

The unmanned forces must be capable of carrying out their plans and
recognizing factors that influence their outcome. They should have the capa-
bility to replan to take advantage of new information or opportunities. They
must be able to detect enemy and friendly vehicles and recogrize the differ-
ence. They must be able to differentiate among various vehicle and threat
types. They must be able to select aim points and appropriate weapons and
the must be able to lay the weapons on the targets. They must be able to
evade and hide when the situation warrants it. They may need an ability to
work interactively to solve tactical problems.

Since a well-integrated unnai.aed force component will -require the mim-
icking of human organizational, plrn'.ng, m.nd perceptual ,.apabilities. sig-
nificant advances in the artificial inteii:gence (AI) state-of-the-art will be
necessary for a truly seamless simulation. Presumably these capabilities will
be de-eloped in an evolutionary fashion o'er a number of years. In order
to provide the means to evolve to a truly seamless simulation, the require-
ments they impose on databases and data interchange mechanisms must be
anticipated and planned for now.
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3 Information Requirements

The key information requirements are motivated by the need to provide sim-
ulation data to the forces consistent with that which would be used by their
human counterparts for planning and operations. Standards will need to be
devised for processes which transform current data formats into a form suit-
able for automated planning and and perception of the environment. The
primary categories of information include:

" Terrain and environmental information;

" Background information for operations including friendly and enemy
doctrine, tables of organization and equipment (TOLE). equipment
capabilities and "signatures: "

" Information about the local battlefield;

" "Scene" data which would ordinarily be perceived by a human'crew
member; and

" Intercommunication between manned and unmanned forces.

Much of this data must be supplied by the simulation system. Other data
may be developed by the unmanned forces during their operations and must
be integrated into an internal, vehicle-centered model of the tactical environ-
ment. Each of these information categories imposes its own requirements,
which we shall now consider.

3.1 Terrain Data

Terrain and environmental influences are key factors in processes for deter-
mining routes to objectives, river crossings, overwatch points, fields-of-fire.
firing positions, rally points and hiding places. Current terrain databases
provide relatively low-resolution data, compared to that needed for planning
for individual vehicles. It is necessary that the terrain DB standard include
interpolation procedures for inferring terrain characteristics at the resolution
necessary for supporting the planning processes using data in standardized
terrain DBs. There should be a specification fo)r the types of interpolation
that are supported. The obvious interpretation process is geometric: it must
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be possible to estimate the three-dimensional "texture" of the terrain. Other
types of interpolation will be necessary for reasoning about soil bases, vege-
tation, and so forth, that will be necessary for both planning the activities
of unmanned forces and ultimately for carrying them out.

3.2 Background Information

In order both for the unmanned forces to plan competently and to enable
human commanders to anticipate the activities of their unmanned subordi-
nates, a wide variety of background information must be provided. There
should be standards for the format and content of such information: These
types of data will typically be normative and stable over long periods and
should be provided to all players in standardized formats.

A great deal of this information will be descriptive: it will describe cur-
rent enemy force organization, the equipment comprising the enemy force
structure, the capabilities of both enemy and friendly equipment, and typi-
cal observables associated with equipment and activities.

Other background knowledge will be procedural; it will define typical
sequences of primitive operations comprising tactics, maintenance and re-
pair (for example, recovering a tank from a ditch), and tactical operations.
The background knowledge base should also include procedural descriptions
for the planning and interpretation processes themselves. Specifications for
background procedures should be determined from specifications for the ac-
tivities themselves. For example, if we could set a standard for real-time
planning requirements, logistics effects, mobility, and terrain effects, then
human planners could issue orders confidently and a multiplicity of develop-
ers could contribute to the overall simulation.

3.3 Battlefield Information

Successful tactical commanders maintain an internal model of the identities,
locations, and current activities of all relevant entities in their local area
of interest. This information may be acquired through data links to other
friendly units or as a result of reconnaisance, routine detection, or combat.
The commander also understands the volatility of such information and takes
it into account in determining his tactical plans. These data are specific to
the unit and represent the cognitive state of the human counterparts to the
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unmanned forces. The cognitive state will result from sensing operations and
direct data links, and therefore. are somewhat less dependent on the simu-
lation databases. Even so, there should be standards for the representations
of such data, particularly for representing imprecise data or information of
dubious certainty. Such representations should include processes for estimat-
ing the certainty of the data as time passes: the data should probably be
organized geographically.

3.4 Scene Data

In simulation programs such as SIMNET, the majority of battlefield infor-
mation is perceived and interpreted by the human crew members. It is their
responsibility to recognize the enemy tank in defilacle and to take appropri-

ate action. An equivalent capability will be needed by the unmanned forces.
However, we do not wish to have to solve the machine vision problem in order
to allow the unmanned forces to monitor and interpret their environinent.
Instead, there will need to be standards for a "symbolic" scene model and
for symbolic presentation of information to the unmanned forces similar to
standards for rendering scenes for human crews. The symbolic output will
ideally be determined from the object database used to generate the synthe-
sized renderings used presented to the humans. Additional routines must be
provided to determine what is actually perceived from this data. For exam-
yle, the "presentation manager" for unmanned forces may require probability
tables to determine whether a partially hidden enemy tank in the field-of-
view of the unmanned element is actually perceived and recognized. There
will need to be standards for environmental effects on such perceptions, as
well as standards for the perceptual degradation caused by battle damage to
sensors.

3.5 Intercommunication Standards

Today's tactical and operational doctrine emphasizes cooperation and in-
teraction among friendly force elements, in order to create effective, local
force advantages. A realistic simulation must include this intercommuni-
cation. Today, a great deal of communication involves speech and natural
language. There must be a capability to handle speech. even if it means us-
ing human operators to interpret commands from human commanders and
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translate them into a standardized format for electronic transmission to the
subordinate unmanned forces. Such communication protocols should include
typical kinds of human speech interactions, such as the recipient requesting
additional information. We do not wish to solve the computer speech prob-
lem here, either, therefore there must be standards 'or communication that
provide representations for the typical information exchanged in battlefield
communications.

4 Summary

This short position paper has outlined a wide-ranging set of information
requirements aimed at making the integration of manned and unmanned
forces as seamless as possible. This is an extremely ambitious objective, and
in many cases, it is impossible to define standards today; we do not have
the requisite understanding of the true requirements for unmanned forceca-
pabilities. However, we can begin to outline requirements and standards
for terrain data and for information comprising the scene presented to the
unmanned forces. These standards should cover data formats, database con-
tents, and transformation processes necessary for reformulating simulation
data for presentation to the unmanned force elements. Since we can antici-
pate the necessary automatic planning and sensing capabilities to gradually
evolve and improve over time, a key requirement of any standard is that it
be extensible.

Large-scale, real-time simulation programs such as SIMNET, allow a large
number of players to share the same "game board," and offer an unprece-
dented potential for inexpensive training, doctrine definition, requirements
specification, and research into automation. Standards defined for such sys-
tems must take this rich potential into account and must enhance the ability
to realize these potential benefits, while providing a framework which enables
multiple vendors to contribute effectively to the overall mission. The stan-
dards must provide a stable, predictable environment, in order to enhance
the utility and effectiveness of the simulation.

As we have noted, many of the desirable automation capabilities are be-
yond present day state-of-the-art. However, programs such as SIMNET can
provide an extremely valuable testbed for the development of these capabili-
ties, and current standards must take these future developments into account.
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Database Requirements for Semi-Automated Forces in SIMNET

David Payton, David Keirsey, David Tseng
Hughes Research Laboratories

Malibu, CA

The database requirements for Semi-Automated Forces (SAFOR) vehicles in simulation
environments such as SIMNET will depend primarily upon the realism that is required of
SAFOR behavior. We have therefore defined two basic classes of SAFOR operation, each
with it's own distinct database requirements:

1) Group operation
2) Individual operation

These two classes of operation are intended to account for the fact that complete detail of
each SAFOR vehicle is neither required nor desired. Nevertheless, there are still occasions
in which simulation of each individual SAFOR vehicle is the only way to provide the kind
of realism that will be able to convince a human participant that he is playing against
another intelligent opponent. In the following discussion, we describe each mode of
operation and discuss their corresponding database requirements.

Group operation occurs whenever a SAFOR vehicle is not in "contact" with another
vehicle. The definition of the word "contact" is discussed later. Group operation implies
that groups of vehicles and not individual vehicles are to be simulated. At this level,
SAFOR units are controlled at the abstraction of a Platoon, Company, Battalion, or
Brigade. The reasoning for this level involves determining formations, planning routes,
and coordinating between groups. The terrain database must therefore entail all the
standard features of a DMA database, including elevation, ground cover, and drainage. A
grid-based representation is also probably appropriate at this level.

Individual operation occurs whenever a SAFOR vehicle is in "contact" with another vehicle
or is a member of a Platoon for which any member is in contact. At this level, we have to
simulate:

1) Perception of the environment
2) Reasoning and decision-making of the crew
3) Dynamics of the vehicle
4) Control of the vehicle
5) Network communication

One constraint that we cannot seem to escape is that each individual SAFOR must
be able to perform most of the same functions that a manned unit performs. All of the
environmental features which are to be observable to the manned units must also be
available to the SAFOR units if they are to behave as if they were manned. Similarly, the
SAFOR units must appear to others as if they are the same as manned vehicles. The only
part that is different is the human-machine interface. The database required for individual
SAFOR operation must therefore be at least as detailed as the database used in individual
manned simulators.

CONTACT:
The definition of contact defines when particular SAFOR units should be simulated

as individuals and when they may be simulated as groups. To be in contact is to be
sufficiently close to a manned unit that detailed individual simulation is warranted. The
following constraints must be considered in determining whether or not a SAFOR unit is in
contact:
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1) A SAFOR should already be simulated as an individual before any
manned unit can see it.

a) This is definitely true if the manned unit is a crew of trainees
b) We may also want this to be true for stealth-flying-carpets

2) All four tanks in a platoon may need to be considered in contact if any one of
them is. This would seem appropriate since they need to work together as a team.
3) A completely disabled SAFOR vehicle need not be considered in
contact

Based on the above constraints, it seems that whenever a manned unit comes within a
certain radius of a SAFOR platoon, all the vehicles in that platoon should become
individual SAFORs.

The greatest database demands will arise from simulating perceptual inputs for individual
SAFOR units. In order for a SAFOR to truly behave as if it were a manned unit, it must
receive all the perceptual inputs that are deemed sufficiently relevant to be provided to the
manned units. Perceptual input to SAFOR units must therefore be similar to the perceptual
input to a manned unit except that the SAFOR needs the input in a significantly different
representation. Rather than just graphics on a screen, the SAFOR needs a representation of
what objects it sees. This can vary in complexity depending upon how much about an
object's parts we wish to make available, and how accurately we wish to simulate the
effects of partial occlusion of objects. The fidelity of the SAFOR's reasoning processes
will depend directly on degree of realism provided by its perceptual input. For example, if
a SAFOR is not allowed to recognize whether or not it sees the front or back of a partially
obscured tank, this may limit it's ability to reason about such a situation. The following is
a list of the basic perception requirements in order of priority:

1) Object-based representations of the following:
• Other vehicles within direct line of sight
" Man-made objects within direct line of sight
" Obstacles within direct line of sight
* Visible signs of explosions and fire

2) Sounds -- nearby explosions, other vehicles
3) Terrain features such as hills, valleys, gullies, etc. (limited to direct line of

sight) (this may be needed for hiding and other tactical maneuvers)
Also, vehicle pitch and roll data.

4) Parts of objects, such as the direction and motion of a turret on another vehicle
5) Clouds, smoke, chaff, and other features which obscure visibility.

* Their effect on visibility to other features in the environment must be
modeled.
* They are also important cues about what's going on in the environment.

These requirements are needed in addition to the standard terrain representations that are
currently used for modeling vehicle dynamics in manned SIMNET nodes.

The database must be designed so that intervisibility between objects can easily be
computed. Unlike manned SIMNET nodes which use a graphics engine to determine the
visible scene, the SAFOR units will require an object-based description of the visual scene.
Thus, rather than first creating a visual scene and then extracting the appropriate
description, we will want to generate the symbolic description of the scene directly. Most
likely, this will result in a vehicle-centered top-down view of all objects within line-of-sight
to each SAFOR vehicle. We will therefore need not only to compute intervisibiity from a
SAFOR unit and all terrain surfaces, we will also need to compute intervisibility to any
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static and moving objects. Features such as smoke and clouds which partially obscure
objects may complicate this process, requiring that some probability of object detection be
included in their representation. Also, partial occlusion of objects may require that object
parts be represented to some degree.
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COORDINATE SYSTEM CONVERSIONS
APPROXIMATE -METHOD

Purpose. This paper describes an approximate method for
converting coordinates given in one ground coordinate system into
values pertaining to a different ground system. The method is
simple, fast and generally accurate for most applications. The
discussion given is limited to conversions between geographic,
Universal Transverse Mercator (UTM) and local rectangular
(cartesian) coordinate systems.

Background. A "database" user may frequently encounter the case
where the information stored in the database is given, for
example, in a geographic coordinate system (latitude, longitude
and height) whereas the desired data format might be UTM (Easting,
Northing and height). A typical case is that of the standard DMA
DTED database where an elevation value of the terrain is given at
some incremental spacing in latitude and longitude. In such a
case, a means must be available for converting coordinates from
one system to another.

Another important'case where coordinate conversions are
required is when different systems, such as simulators, are
connected together via networks to share in some sort of exercise
such as battlefield simulation. In this case, there is a good
chance that position, range, azimuth, etc. is reported as input to
the exercise by weapon systems, sensors, other simulators, etc. in
various coordinate reference systems.

The coordinates of the database elevation values and the
inputs to the battlefield simulation exercise, as examples, can be
converted to other coordinate systems using rigorous mathematical
computations. This is a time consuming process, however, that
involves hundreds of floating point operations and several hundred
lines of code. The accuracy requirements may not justify the
expense of the rigorous computations.

The geographic system is the common denominator between the
various coordinate systems. UTM's are derived from geographics by
projecting geographic points on the "round" Earth onto a cylinder
that is nearly tangent to the Earth and has it's axis in the plane
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of the equator. The local rectangular values are obtained by
converting spherical coordinates, and heights above the spheroid,
to cartesian coordinates (x,y,z) relative to a plane surface that
is tangent (or secant) to the earth at some selected, local
geographic origin.

Since there is a specific mathematical relationship between
the various coordinate systems, it is possible to approximate the
rigorous relationship with simple, but adequate, polynomials that
can be used-to perform the desired coordinate conversions. The
advantage of the approximate approach is that it is accurate, fast
and can be implemented with a minimum of code. The followingpolynomials, as examples, can be used for the purpose:

xc = ao + al*xm + a2*ym + a3*xm2 + a4*ym 2 + a5*xm*ym

yc = b0 + bi*xm + b2*ym + b3*xm
2 + b4*ym2 + b5 *xm*ym

xc = ao + aj*xm + a2*ym + a3*xm2 + a4*ym 
2 + a5*xm*ym

+ a6*xm*ym2 + a7*ym*xm2 + a8*xm 2*ym2

yc = b0 + bl*xm + b2*ym + b 3*xm
2 + b 4*ym

2 + bs*xm*ym

+ b6*xm*ym2 + b7*ym*xm
2 + b8*xm 2*ym2

In the above equations the xc and yc values are the changes
to the coordinates in the desired system that correspond td the
changes in values (xm,ym) in the given coordinate system. The
changes are measured relative to some arbitrary origin within the
physical area of the database. The "a" and "b" coefficients are
those that must be determined in order to use the polynomials to
convert xm and ym to corresponding xc and yc values. A method for
computing the coefficients and using the polynomials is discussed
in the following section.

Method. In order to determine the coefficients of the
transformation polynomials, it is first necessary to compute
precise desired coordinate changes (xc,yc) for a set of given
coordinate changes (xm,ym). For example, if geographic
coordinates are to be converted to UTM's, an array of nine (3x3)
or more geographic values can be selected which outline, or are
greater than, the database area in question. Using the rigorous
conversion formulas, the absolute geographic values can be
converted to precise UTM values.

One of the geographic points is selected as the origin of the
polynomial conversion. The origin should be centered
approximately within the data base area in order to minimize the
magnitude of the changes relative to the origin. The computed UTM
values for the geographic origin will be the origin of the UTM
system. Next, the coordinates of the geographic origin are
subtracted from all of the fabricated geographic values and the
differences converted to units of seconds. Likewise, the
coordinates of the UTM origin are subtracted from all of the UTM
values. With these two sets of data, a least scuares technique is
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used to compute the coefficients of the above transformation
polynomials.

The coefficients and polynomials can now be used to convert
other geographic coordinates to equivalent UTM values. Each
geographic coordinate must first be subtracted by the geographic
origin used in the fabricated data and the differences converted
to seconds. The right side of the polynomials can then be
evaluated to determine the corresponding differences from the UTM
origin (xc,yc). These differences are added to the UTM origin to
obtain absolute UTM values for the geographic point in question.

Transformations involving geographic-to-UTM, and the inverse,
do not involve the height of the point above the spheroid.
Transformations involving local coordinates, however, must
consider the height of the point. Therefore, the above
transformation polynomials must be changed accordingly. The
change required involves a multiplication of the xm and ym terms
in the polynomials by a "dz" factor. If local rectangular
coordinates are to be converted to geographic or UTM values, dz is
defined as:

dz = 1.0 - (h/R)
where:

h ....... height of point above sea le.rel
R ....... Radius of the earth

A local rectangular zm coordinate can be converted
approximately to a height above sea level by adjusting it for
earth curvature according to:

h = zm + (xm2 +ym 2 )/2R

If geographic or UTM's are to be converted to local values,

the dz term is defined as:

dz = 1.0 / (1.0- h/R)

Now the xm and ym coordinate changes on the right side of the
polynomials are:

xm = xm'*dz

ym = ym'*dz

where: xm',ym' .... the true UTM,geographic or local
changes.

xm,ym ....... the changes modified for height
above sea level.

The dz term has the effect of reducing the local x :nd y
coordinates for a point above the spheroid to corresponding values
for a point directly on the spheroid. This eliminates the affect
of the height variable from the coordinate transformations.
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Accuracy. The accuracy of the approximate polynomials is
dependent primarily on the size of the geographic area over which
they are applied. The systematic relationship between coordinate
systems becomes more complex as the physical area increases, and
there is a point where the polynomials discussed above may become
too inaccurate for the purpose.

In order to judge the accuracy that can be expected by using
the polynomials, a set of 25 geographic coordinates were
fabricated to cover areas of 15, 30, 45 and 60 minute quadrangles
on the terrain surface. The origin was taken at the center of
each quadrangle. Precise UTM values were determined for the 25
geographic points using the rigorous conversiol. methods and the
"a" and "b" parameters were evaluated for both the 6- and 9-term
poiynomials. The maximum errors obtained in "fitting" geographic
changes to UTM changes were as follows:

AREA OF COVERAGE(MIN)
15 30 45 60(27x22km) (55x44km) (82x67km) (llOx89km)

max error(meters) in east and iorth
e n e n e n e n

6-term .014 .006 .119 .049 .375 .166 .889 .395
9-term .001 .000 .007 .001 .025 .004 .059 .010

The accuracy results show that for an area as large as 60x60
minutes of latitude and longitude, both the 6- and 9-term
polynomials can be used to transform geographics to UTM's with
errors not exceeding 1 meter per axis. These results are typical
and apply to geographic-to-local, local-to-UTM and their inversesas well.

Speed. The computational speed of the polynomial method, as
compared to the rigorous method, was evaluated by performing a
geographic to UTM transformation for 1 million coordinates using
both methods. The computations were performed on a Silicon
Graphics 4D/80GT computer and a Vax 780. The results are as
follows:

GEOGRAPHIC TO UTM CONVERSION (I MILLION PTS)
SG-4D/80GT VAX 780

6-term 13" 141"
9-term 18" 218"
RIGOROUS 90" 1461"

The 6-term polynomial can be executed about 7 to 10 times
faster than the rigorous method and the 9-term polynomial is about
5 to 7 times faster, depending on the computer used.

158



VICT"oe
INTEGRATED SYSTEMS, INC.

POSITION PAPER

SENSOR AND COUNTERMEASURE MODELING
IN DISTRIBUTED SIMULATION

MEMORANDUM
M-90-01

Submitted to:

NETWORK STANDARDS WORKING GROUP

Submitted by:

VICTORY INTEGRATED SYSTEMS, INC.
6120 Paseo Del Norte, Suite 0-2 -

Carlsbad, CA 92008

by
Peter Thompson

January 1990

6120 h-c Pe 'ore. Suitc L-2 a (arlbad. Ca Ifomia 92009
Pr ,)rte Box 1547 0 Car!,bad. Cahtomia 92A. s

FAX 1619) 431- t,8 t6l9) 431-9667



1.0 INT RODUCTION

The training and simulatior -ommunity is placing increasing emphasis on high fidelity
representations of sensors and systems, both friendly and threat, to provide design, tactics
development, and training support for current advanced and future weapons systems. The
emphasis covers simulation objectives to achieve effective team training, mission rehearsal,
and rapid tactics development and validation tools. Objt.ctives, particularly in the areas of
mission rehearsal and tactics development, stress across-the-board modeling fidelity,
especially in the areas of sensor modeling and dynamic obse'-vables generation. Many of
these needs are identified in Reference 1. High fidelity dynamc -tnsor modeling is critical
to adequate representation of system performance in hostilc countermeasure and Directed
energy Weapon (DEW) environments which must be anticipated. These models must be
sensitive to a broad range of operating conditions to achieve objectives for mission
rehearsal as well as effectix - training of crew for complex battlefield environments.

VICTORY INTEGRATED SYSTEMS, INCORPORATED, is a small business in California
with significant background in weapons systems engineering and simulati6n, and aircrew
training. Our background in avionics design and simulation, as well as training and
simulation for training, provides a solid base for commentary and recommendations for
enhancements to distributed simulation network protocols and requirements. This paper
addresses a broad set of needs for higher fidelity sensor and sensor countermeasures
modeling to support emerging advanced capabilities in the combined forces simulation
arena.

2.0 PROBLEm ,DENTIFICATION

One of the significant problems facing the SIMNET program and related systems such n-7
AIRNET, as alluded to above and in Reference 1, is the representation of sensor
performance at sufficiently high levels of fidelity to satisfy a range of man-in-the-loop
(MIL) simulation objectives which includes position training, weapons sysem training, team
training, mission rehearsal, and tactics development. While many objectives can be
satisfied by the simplified treatment of sensor performance which is currently embodied in
the SIMNET program (i.e., detection probability versus range functions driven by input
data tables), there are a number of issues which can not be addressed with models of this
level of fidelity. Perhaps foremost among these are objectives which relate to the
interaction of multi-spectral sensor suites with countermeasures of various sorts. These
objectives include training and tactics development for ECM environments (e.g., ECM and
ECCM employment doctrines); employment of non-cooperative target recognition (NCTR)-
systems, including RF-based, passive sensor/signal processing, and imaging sensor
approaches; and operations in directed energy weapon (DEW) environments.

Simulation communications protocols which stpport adequate models for these simulation
objectives must be developt with a careful eye not only to the ultimate fidelity of the
simulation models, but also with consideration of the communications band width
limitations which are inherent to distributed simulation. The implications of each of these
objective domains (ECM/ECCM, NCTR, and DEW) for distributed simulation, contrasted in
particular to current SIMNET protocol approaches, may be expanded as follows.
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ECM/ECCM (and IRCM) interacrions with sensor suites are both highly dynamic and
highly sensor/target dependent. Available techniques include (in the most general sense)
barrage ,-ise jamming, deception jamming, expendables (including expendable jammers),
and IR rz;ulators. These may be employed with signature reduction techniques (e.- .,

plume signature reduction through injection of chemicals into the plume) and reduced
signature vehicles. Effective application of ECM techniques may require coordinated
maneuver or other reaction (e.g., throttle down, turn away from observing threat line of
sight, "etc.). The timing for initiation of an ECM technique is also critical to its success.
Likewise, the advent of.multi-spectral sensor suites across the battlefield and the intrinsic
ECCM functions of current sensors demand attention in simulation. Operator recognition
of ECM employment and the proper ECCM response can be critical to mission
performance. These responses may be as simple as a mode change (perhaps even
automatic), or may require intensive manual intervention (as in the case of manual tracking
with an optical or electro-optical device to overcome track loss with a primary radar
tracking sensor). The proliferation of ECMIECCM and IRCM options and combinatio.s
makes a detection probability versus range table approach infeasible. Data base growth to
accommodate not only sensor/target pairs, but ECM/ECCMIIRCM tactics combinations, will
rapidly exceed reasonable capacities both for storage and configuration control of
simulation data. Adequate representation of ECM/ECCM/IRCM in distributed simulation
networks demands enhanced network protocols for communication of taaget signature and/or
target/ownsihip state, to support higher levels of fidelity in sensor modeling.

NCTR systems are typically of two types: signal processing based or image based. Multi-
sensor integration may also be used to enhance general target recognition capability. All
NCTR systems .fe highly dependent on sensor/target geometry and target state. As with
ECMIECCM, proliferation of data bases to represent sensor performance in these areas may
be impractical.

DEW environments offer some unique challenges for distributed simulation. Foremost
among these is the nature of DEW impact, which can not typically be represented by
simple kill categorizations (M-kill, F-kill, or C-kill). Instead, DEW impacts are typically
more subtle, frequently manifesting through degradation of sensor performance. This is
especially true of laser threats. Such degradations may be either temporary (present only
for the duration of exposure) or permanent. These degradations are particularly important
for the presentation of images to a simulator crew. Representation of reasonable degraded
images intrinsically levies requirements for reasonable representation of imaging sensor
performance, and this requires signature representation enhancements and on-line sensor
models. Degraded image representation can not be adequately supported with simple
range/performance curves. DEW effects are highly dependent on access of the weapon to
the sensor. Among other things, this access is driven by sensor line-of-sight and
sensor/threat geometries, and is therefore highly dynamic. DEW simulation protocols, as
well as sensor observables protocols, must be developed for representation of subtle DEW
effects in a distributed simulation environment.

All of these issues are critical for the development of enhanced sensor/obselvabl, models
in distributed simulation to achieve simulation objectives for advanced systems and
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advanced tactics both on the surface and in the air. High dynamics of signature and target
accessibility imply not only additions to simulation protocols for additional data for models,
but also enhancements to the basic approach for player propagation and state information
communication which have heen defined for SIMNET. The current SIMNET approach,
which embeds player state projection models in each simulation station, is an important
design which limits communications traffic effectively, but levels of fidelity in physical
state preservation and calibration across the distributed simulation network must be
carefully reviewed. It is VICTORY's belief that enhancements will be required for higher
fidelity battlefield simulation, especially as more and more aircraft are integrated into the
simulated battle. These issues are already under consideration for. SIMNET.

Underlying even these issues is the availability of basic signature data to support enhanced
sensor/observable representation. Project 2851 is chartered with the development of a
Standard DoD Simulator Data Base/Common Transformation Program. Therefore, Project
2851 should ultimately provide the source of all terrain and target signature data.
Unfortunately, the current 2851 scope does not provide for sufficient multi-spectral
signature data. Signatures are required, at a minimum, for visual, two near-IR bands (for
GEN U and GEN I night vision equipment), mid-IR, far-IR, at least two RF bands, and
two microwave bands. Additional signature issues may relate to optical cross-sections
under active illumination. Current 2851 designs provide only for the visual band, a single
IR band, and a single RF band. Project 2851 must be more responsive to fu-re needs for
miailti-spectral sensor simulation. The data base needs encompass not only environmental
and terrain data bases, but target signature data bases as well. I

Thus, three main problem areas for distributed simulation network protocols are identified:

1) Sensor/observable communications protocols must be enhanced.

2) ECM/ECCM action/response protocols must be developed. This area
includes as well IRCM and DEW simulation action/response protocols.
These protocols must ultimately address not only signal/energy distributions,
but vulnerability/target response information and signature modification due to
exposure as well.

3) Underlying data bases under development via Project 2851 must be reviewed
and enhanced for future requirements in multi-spectral, high fidelity sensor
simulation.

3.0 SIMULATION AND PROTOCOL REQUIREMENTS

This section outlines a set of protocol requirements which support the simulation needs
discussed in the previous section. The requirements for protocol update fall into four
categories: Sensor Support Protocol Data Units (PDU), CM Employment PDU's, Emissions
PDU's, and DEW Employment PDU's. The overall strategy for enhanced network
communications in this area is illustrated by Figure 1. As illustrated, Sensor Support PDU
traffic is initiated by an Information Request Message. This message will be sent to
potential sensor targets as determined by simple sensor coverage region checks. In return,
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the "observed" simulator responds with a series of messages which provide necessary
information based on the sensor types being used by the observer. This enables traffic to
be limited to the sensor/target pairs and specific data types required. In addition, the
observed simulator will issue CM employment messages and emissions messages on an as-
required basis which support enhanced sensor modeling and interactions. Also issued by
the "observed" simulator are DEW Employment messages. These messages are separable
from the other types, since they are not related to the information request message, which
indicates that a particular target is being tested for sensor detection, but are simply related
to offensive targeting potential for the DEW simulator. These messages are discussed here,
however, since they have implications for sensor modeling .via DEW effects simulation.

INFORMATION
REQUEST

PDU
(START/STOP)

OBSERVER G
AND/OR OBSERVED
TARGET 

(

RETURN INFO PDU's
-STATE
-APPEARANCE
- SENSOR LOS

CM PDU's

EMSSONS PDU's

DEW EMPLOYMENT PDU*s

Figure 1. Network Protocols for Enhanced Sensor,
Countermeasure, and DEW Simulation

One preferred simulation architecture for implementation of advanced sensor models is the
incorporation of a Sensor and Emitter Interface System (SEIS) in each simulator on the
network. The SEIS is a bundled simulation module incorporated in individual simulators to
perform sensor and emitter performance and effectsw modeling. The SEIS handles
communication traffic and provides the sensor simulation for each equipped simulator. The
SEIS communicates with the "outside" simulation world via the network, and passes
observables characterizations on to display and other simulator elements on the "inside".
Observables characterizations include image data as well as non-imaging sensor data. The
SEIS also incorporates explicit representation of CM effects and DEW effects as required
for simulation objectives. Different SEIS designs are required for MIL versus Semi-
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Automated Forces (SAF) simulators, due to the different observables modeling needs for
these simulators. For example, SAF simulation does not requrie explicit visual
representation of external scenes, but does require representation of visual performance. It
is important, however, that the external communications interface (i.e., the network
protocol) be consistent for all forces (both MIL and SAF). Internal interfaces should also
be standardized to the greatest possible degree in order to minimize the effort in tailoring
internal SElS functions to the desired levels of fidelity for each simulator on the network.

Recommended content of each of the above delineated message types is discussed in the
following subsections.

3.1 SENSOR SUPPORT PDU

Sensor support protocol enhancements revolve around improved vehicle dynamics and
expanded dynamic signature representation. The concept for sensor support is that observer
simulators issue information request messages to all simulators which are candidates for
observation. This candidacy can be checked simply by sensor coverage region definitions,
much as is currently defined for sending Vehicle Appearance PDU's in SIMNET. The
information request message must identify the observing simulator and the types of sensors
which may be used for observations.

In response to this message, the observed simulator returns the following:

o Enhanced appearance PDU's. These must include enhanced state
information. The state information must include not only position and
velocity, but also acceleration, and for aircraft must include orientation (roll,
pitch, and yaw (RPY) and RPY rates). These PDU's support higher order
projection models which will improve dynamic performance in the distributed
simulation and support more detailed sensor performance considerations for
such things as pulse-doppler radar, low signature vehicles, and NCTR
sensors/modes. Enhanced appearance PDU's must also include not only
throttle setting, but current vehicle temperature (to support IR sensor
modeling).

o Observed Sensor State PDU's. In the case of active optical sensor operation,
the observed target's sensor state, especially for any EO or IR sensors, may
be critical to determination of signature (i.e., optical cross section). This
state includes description of sensor types, line-of-sight (LOS), LOS rate, and
scan pattern or scan mode definitions. Depending on the level of fidelity
required in predicting sensor (pointing) states of other simulation players,
specific sensor LOS prediction/projection models will be required (analogous
to those employed for position projection in SIMNET).

These basic message sets can support high fidelity sensor modeling at the sensor simulator.
The sensor simulator must carry on-line static signature data bases for each potential target
type. These data bases may include spectral signatures in a variety of sensor pass bands,
including .4-.7 pai (visual), .4-.9 gim (GEN II Night Vision Equipment), .55-.95 gam (GEN
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II1 Night Vision Equipment), 1-3 grm (typical missile seeker), 3-5 pxn (mid-IR imager or
IRST), and 8-12 .m (far-IR imager), as well as any required radar cross section data.
Signature data may include emissivity, radiance, and reflectance data. Plume and hot parts
signatures as a function of throttle setting should be included. Coupled with appropriate
levels of detail in environmental models and data bases, virtually any desired level of
fidelity in sensor modeling can be supported with protocol enhancements as described
above.

3.2 CM EMPLOYMENT PDU

CM employment PDU simply inform an observing sensor that a CM has been employed,
and identify the CM type and mode explicitly. Models and data bases resident at the
observer's simulator incorporate the explicit effects of the CM on sensor and system
operation. A CM employment "stop" message is also required. Since many CMs (i.e., all
forms of expendable CM) become simulation players with their own independent dynamics,
the CM employment PDU(s) must make provision for the initiation of new players to
represent the expendable CM.

3.3 EMISSIONS PDU

The emissions PDU are separated from Sensor Support and CM employment PDU largely
because they are not related to prior receipt of an information request message. Instead,
they are sent when the player emitters are activated. Enhancements of the eriissions PDU
already defined for SIMNET may be required. In particular, extensive use of laser
designators and rangefinders in the field, and the advent of laser warning receivers (LWR),
require that emissions messages be defined not only for RF but also for laser emissions.
This should be a straightforward enhancement of the current protocol for emissions. The
emissions PDU should be forwarded to any simulator in a coverage region which is of a
type which has receivers which are sensitive to the emission. This can be accomplished
either by a multi-cast (controlled by the issuer of the emission PDU), or by a broadcast
(filtered by the receiving simulators).

3.4 DEW EMPLOYMENT PDU

DEW employment PDU must identify the targeted simulator(s) and the parameters of the
DEW beam at the target. These parameters must include the spatial and temporal
distribution of beam intensity at the target, incorporating such effects as beam wander (due
to pointing and tracking system inaccuracies and aimpoint selection).

4.0 RECOMMENDED ACTIONS

Actions to be taken by the Network Standards Working Group are clearly recommended by
the discussion above. First, in the interest of supporting enhanced sensor models for
realistic simulation, and for additional capacity to support detailed simulation objectives,
modifications to the simulation protocols such as those defined in Section 2 above should
be considered. Second, it is vital that feedback be provided to Project 2851 in the area of
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signature data base development and enhancement. These steps can help to insure that
distribited simulation systems such as SIMNET and AIRNET have the capacity to
accommodate increased simulator node computational capacity and detailed simulation and
training objectives.

There are several study activities which should be undertaken to refine network protocols
in support of higher fidelity model requirements. These include the following.

1) Timing studies for signature dynamics should be undertaken. The nature of
signature dynamics with respect to target presented aspect should be examined in
depth. Additional consideration should be made of the dynamics of optical cross
section and how they relate to sensor scan patterns and modes and conclusions
should be reached concerning the most compact method of communicating required
information on the network.

2) Fidelity of CM response models is critical to effective training in the use of
CMs and CCMs and the rehearsal of CM-related missions. Historicaly employed
CM models range from greatly oversimplified (e.g., P. draw-down factors) ':
complex, pulse-by-pulse signal processing emulations. A middle ground of CM
characterization is required and should be identified and specified.

3) SEIS interfaces to Computer Image Generation (CIG) systems are a critical area.
These interfaces must support not only visual image generation, but imaging sensor
output image generation in general. The means of data transfer must be specified,
and must support not only basic sensor performance, but also degraded sensor
performance, especially in CM and DEW environments.

4) Target data base development is an important e ,ent of a successful effort to
upgrade sensor modeling fidelity. Target vulnerab. .y data base development is
critical to DEW simulation. The needs for target data bases for visual presenti
(which has been emphasized to date), and the needs for other signature and
vulnerability data bases must be'carefully reviewed for consistency. For instance, if
current target signature data bases do not support body occultation of radar glint
points, and these glint points are required, an additional glint point occultation data
base must be developed. Physical consistency of this data base with the existing
data base must be maintained. In the long run, a fully self-consistent and self-
contained target data base must be specified and developed.

VICTORY has taken steps towards the development of many of the specifications --and-
much of the information called for in this paper in various efforts, including support for
the Special Operations Forces Aircrew Training System (SOF ATS, see Reference 2). We
anticipate an increasing involvement in the important area of distributed simulation.
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1.0 INTRODUCTION

The driving requirements for future tactical aircrew team training simulations are based on
the need for mission rehearsal and rapid turn-around tactics development while on
operational deployment. VICTORY INTEGRATED SYSTEMS, INC. (VICTORY)
continues to be actively involved in the development of high fidelity simulation modules
for aircrew training simulations. Our position paper for improved Semi-Automated Forces
(SAF) modeling in SIMNET is oriented toward conducting aircrew team training at the
mission rehearsal level.

2.0 PROBLEM IDENTIFICATION

To incorporate an improved SAF system into the SIMNET architecture the following issues
need to be addressed:

o Increased fidelity of the "l-versus-N" projection model
o Increased fidelity of the SAF module
o Increased local area network (LAN) bandwidth

Previous DoD-sponsored training deficiencies studies (eg.Reference 1) have established
substantial requirements for simulation fidelity upgrades in order to perform effective
mission rehearsal training. Mission rehearsal simulation for aircrew team training requires
a network of full-up cockpit simulation stations, reconfigurable cockpit simulation stations
and high-fidelity computer-controlled (surrogate playerfmstructor) stations. A given air
vehicle simulation that is manned must be responsive to between 10 and 20 highly
responsive targets and threats that are external to the ownship and between 50 and 100
tracks the are modeled as background tracks (minimally responsive). To accommodate the
degree of responsiveness required between manned and computer-controlled tracks,
substantial increases in fidelity and update rate needs to be designed into the SAF system.
Additionally, substantial increases in fidelity of manned station sensors and avionics.
software simulations must be accommodated (see References 1&2). The interactions
between manned stations, computer-controlled players (missiles, other air and ground
vehicles or eypznd-!_L r."'::z.-_me,esuv ) - nther manned stations may nerd to be
updated at rates up to 30Hz. Highly dynamic aspect dependent signatures for low-
observables vehicles and/or aperture dependent glint return points need to be captured by
the simulation. All computer-controlled players are only highly responsive to specific
external players. The instances of highly responsive interactions must be managed such
that high-fidelity simulation is only performed on a local basis. Message traffic between
players tha," are engaged in highly responsive simulation must be managed outside the main
SIMNET LAN. A network manager must be provided at each manned station. This "local
manager" must assess the priority for high fidelity responsive simulation between ownship
and a subset of all the tracks external to the ownship but within the ownship field of
regard. The "net result" of the high fidelity/high update rate interactions that are on-going
between the ownship and the high priority computer-controlled adversaries can be broadcast
to the SIMNET LAN in a periodic but less frequent rate (say I to 5 Hz).
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3.0 SIMULATION AND PROTOCOL REQUIREMENTS

To keep the cost of effective mission rehearsal aircrew team training as low as possible, a
substantial number of "players" must be computer controlled. Since the interaction between
each manned station and the external environment must be functionally identical, what is
required is a universal external world simulation module that provides for the 1-versus-N
projection features of the current SIMNET structure as well as for the generation of
"Virtual Player Nodes". A virtual player is a computer-controled player that has been
assigned to a given manned station for the purpose of accommodating pairwise high
fidelity responsive simulation. One example of a virtual player being assigned to a
manned is during the launching and guiding of air-to-air missiles. If the same missile I
eventually acquires the target using internal sensors, then this same missile can be assigned
as a virtual player node at the target's simulation node. If the target is not a live
participant, then the virtual player node wil be maintained by the manned station that
launched the missile. Figure 1 illustrates an example of the manner in which a manned
player can "spawn" computer-controlled players. Figure 1 also highlights the fact that
computer-controlled players must have adaptive fidelity that is dependent on the apparent
external situation.

Figure 1. Virtual player "spawning" in tactical air vehicle trainer positions
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Table 1 summarizes the functional training procedures that must be accommodated within
-ihe mission rehearsal simulation. Multi-ship cooperative(data linked) and coordinated
(communication channel linked) must be stressed. The primary drivers (see References
1&2) of effective aircrew mission rehearsal simulation are sensor performance, observables
generation and virtual player operator response modeling. References (2&3) discuss
VICTORY's position on the design of a Sensor and Emitter Interface System (SEIS) and
an Operator Response Model for inclusion in the SIMNET architecture. Table 2
summarizes the requirements for the SEIS module.

Table 1. Tactical Training Procedures Required for Mission Rehearsal

Sensor & Emitter Syst, m Management Tactical Response Execution
- Target/fihrcat Acquisition & Track - Cooperative Operation Rendezvous
- Track State Estimate - Attack Steering Path Selection
- Signature Management - Cued Steering Flight Path Control
- Post Launch Missile Guidance Update - Waypoint Steering
- Thrcat/Target Recognition & 1D - TF/TA & Night Navigation
- threat State Defection - Threat Missile Launch Awareness
- IFF Interrogation - Threat Launch Platform Detection Avoidance
- Multi-Sensor Cueing/Mode control - Threat Missile Evasion
- Missile Launch Detection - ECM/EXCM Response Selection
- ECM Response Selection - Disengagement Maneuvering
- Multi-Sensor ECCM Control
- Cooperative Sensor Operations (Bi-statics...etc.) On-Board Diagnostics Response

- System Failure Response Recogition
Situation Assessment - Emergency Procedures Responses

- Raid Assessment - Degraded Modes Operaion
- Target/Threat Prioriization (single & 2-ship)
- Threat Response Intent Determination
- Offensive & Defensive Launch Zone Recognition
- Relative Energy Assessment
- Threat Missile Susceptibility Assessment
- ECM Effectiveness Determination
- Kil Assessment
- Semi-Automated System Prioritization Monitoring

The baseline SEIS design is established under the premise that advanced tactics and
countermeasures training requires explicit simulation (not emulation) of the EW signal
environment. The SEIS module explicitly represents sensor performance on-line as opposed
to using table-look-up representations. To support our approach to-sensor performance tic
SEIS module must generate and receive signals in all the appropriate sensor passbands.
All sensor performance and signature generation must be done by each player. Traditional
WST simulation approaches to sensor performance and countermeasures responses must be
expanded upon to enable explicit accounting of effective signal-to-noise, signal-to-jamming
noise and signal-to-background clutter. The SEIS module should support the incorporation
of dynamic laser/EO countermeasure signals in visual and infrared images as well as
conventional RF jamming signals. VICTORY has performed all the required sensor
module fidelity assessments that support our SEIS design during previous simulation design
activities.
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Table 2. Baseline SEIS Functions

FUNCTIO% NAME PROCEDURE DESCRIPTION

Signatu-r Generation Beam Amplitudc Disnribc:ion Generation
for outgoing active transrn tuers. Power &
Divergence attributes.

loce Control Table driven process of frequency of
tansminer and receiver channels.

Pointng Axis Control Pointing Axis command and control for
slewing and tracking sensor line of sight
motion (including ESA beam formation
and steering).

Stna] Coll~czion Antenna/aperure transformation of
incoming signals from passive targets,
eminers (sensos and jamers) and
background emissions.

Sigr.a Transform-tion Signal processing of the true t-get signal
with respect to noise, background clutter
and ja-ming. Thresholding to determine
whether or not the true target, a false
target or a track bias should be registered.

Imnividual Sensor Attribute Combined effects of instantaneous signal
transformadon and dynamnic sensor filter
processing to establish the measured and
derived sensor outputs. Included in this
function are the expected automatictmode
controlled ECCM effects of each sensor.

Our approach to the computer-generated operator response model is based on artificial
neural networks and human performance models that are maturing in the cockpit design
community. Our approach is a hybrid of the value-driven expert-systems based "decision-
theoretic type" formalisms and the explicit modeling of human task completion using
multiple resource theory. Our overall V1 process architecture assumes that instructor will
manage "global connectivity" of the adversaries. Below the overall C3; however, we
envision a highly data driven two-tier control process that links "localized player" command
and control to individual player response (human-performance-based). Allowing individual
player response to be based on human performance models maximizes the availability of
task procedure data bases from advanced aircraft cockpit design activities such as Cockpit
Automation Technology (CAT), Army Aircrew Avionics Integration (A'I) & Advanced
Tactical Crew Station (ATCS).

The overall architecture for inclusion of the generalized SAF architecture into SIMNET is
shown in Figure 2. Each manned player station (Tactical Airvehicle Trainer Position
(TATP)) will have a generic SAF system that is linked to the manned player by a high
capacity local area network. The generic SAF system includes an interface management
module that controls the creation (assignment) of virtual player nodes, assigns fidelity level
to the interaction between virtual players and the I-versus-N projection module and
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manages the periodic transmission of virtual player updates to the distributed SIMNET
player network. Ideally, the hardware processor that hosts the generalized SAF system-
should accommodate 12 parallel channels for fully-responsive virtual player simulations.
Additional low fidelity update of 50 non-responsive players should also be accommodated.

Figure 2. SAF Architecture for Tactical Aircrew Training

' SIMNET LAN

F-')" (Local Area Network)
TATP SAF CMDR RVP & NRVP

UPAEUPDATE UPDATE

SAF LAN

RVP - Responsve Viftual Player
NRVP - Non-Responsive Vilual Players

The generalized SAF module must be responsible for the explicit update of all virtual
player nodes associated with a given manned player station. The generalized SAF module
must also manage the 1-versus-N projection process. Using the concept of Fidelity
Management, The virtual players and the "N" projected players all should use the same sets
of performance update simulation modules.

The set of SAP performance update modules must be responsible for the following

functional processes: (1)Transforming all signals that leave the ownship into observables
that may be seen by external targets and threats; (2) Updating the positions, signatures and
sensor pointing/mode states for all vehicles external to the ownship; (3) Generating all
observables emanating from all backgrounds and external vehicles; (4) Propagating all
observables to ownship location; (5) Performing all external player C31; (6) Computing all
external player Vulnerability and Effects; and (7) Performing all Terrain Masking & Body
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Occultation. Table 3 displays the functional design characteristics that we feel are critical
to the classes of aircrew team training procedures listed in Table 1.

The SAF Fidelity Manager (FM) enables the SAF executive controller to dynamically
adjust both update rate and module fidelity to deliver high fidelity mission rehearsal level
processing at relatively low peak processing rates. Depending on the expected t:ne rate-of-
change of the output attributes associated with the SAF processes, SAF process call

Table 3. Required SAF Functions to Support Aircrew Mission Rehearsal

FUNCTION COMPUTIATIONAL PROCESS CHARACTERISTICS

Obse-vables Generation Vehicle Signature Generation; Background Signature
Generation; Expendables Signature Generation; Line-of-Sig't
Intercept; Signal Transmission; Beam Amplitude Distribution

Sensor Attribute Generation Aperru Signal Transformation; SIN; ..,; S/C; Sigml
Processing; State Attibute Erro sampling & Filtering; ECC.M
Response; Body Occultation

Sensor & Emitter Positioni Mode control; Beam Formation; Apermre Position Cohtrol:
& Mode Update Line-of-sight Position

Aircraft State Update Aerodynamics; Flight Control; Autopilot; Propulsion; Engiv
State; Armament State- Decoy State

Weapon State Update Aerodynamics; Autopilot; Propulsion Engine State; Fuzing
State

Relative Geometry & Relative LOS Conditions; Target & Observe Aspect Angles;
MaskUng Terrain Mask Condition; Body & Sensor Mask Conditions

Countermeasure State Mode Update; Decoy Position & Brightness; Bum. Time; Chaff
Update Dispersion & Signature

Operator Response (C'I) Workload Throughput; Internal SA; Decision Making; Control
Initiation

Mission Avionics Software Fire Control & Defensive Envelope State; Sensor Envelope
State; Task Activity Network Recall; Tan Recognition; Flight
Path Mgt; Sensor Mgt.

Multi-Sensor Fusion Multi-Sensor State Generation; ID estimation

Vulnerabih"ry & Effects Conventional Weapon Component Damage; System Response
Network; Degraded State Determination
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rates car be varied between .5 and 30 Hz. The irack prioritization and fidelity manage-
ment processes are based on the following:

(1) Relative Geometry (Including Time-to-Go T.)
(2) Explicit Track Designation (If Any)
(3) Implicit (SA) Prioritization (If Any)
(4) Rate of Closure to "Situation Envelopes" (MLE's, Defensive MLE's, CM

effects envelopes)

It should be noted that sensors "see" hundreds of emitters at the same time. These
emitters are prioritized before the aircrew "sees" them; therefore; the estimate of 50
prioritized tracks represents the effective (priority) tracks that must be represented to the
computer-controlled operator response module. The FM has a substantial impact on both
individual player station host computer processing requirements and LAN traffic flow.

4.0 RECOMMENDED ACTIONS

The scope of the requiiements ._veloped in Section 2.0 is large. The recommendations to
address the requirements in Section 2.0 determine an overall program plan for SAF
development. Included in this plan are the following activities:

(1) Establish aircrew team training Milita-y Characteristics (MC's)
(2) Relate MC's to on-going UTSS and SIMNET -D activities
(3) Develop integrated design specification
(4) Conduct workstation-level prototyping
(5) Conduct module fidelity and update rate requirements study
(6) Revise SAF prototype fidelity management module
(7) Develop SIMNET testbed at AFHRL for network experiments
(8) Refine SAF testbed design
(9) Develop formal SAF protocol spt ,grf-aicns
(10) Establish host hardware tharacteris:,cs

VICTORY has established a baseline SAF desib i ar.14 ne.formed preliminary computatioal
requirements(se Reference 4). Extensive off-the-iheLf ,Aodules and associated data bases
are available to support the SAF design process. I"%. overall SAF architecture needs to be
develope!. The requirements established in Reference 4. suggest that a customized parallel
processing host computer, capable of an effective 30 MIP's,is required to achieve high
fidelity SAF realtime opeiat;on at a given manned player station.
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INTRODUCTION

VICTORY INTEGRATED SYSTEMS, INCORPORATED (VICTORY), is a small business
located in San Diego, California with a broad background in weapon systems design,
simulation, and training. In particular, VICTORY personnel have extensive experience in
simulating aircrew behavior to assess the adequacy of new and modified crew station
designs. We have also assisted in the development and testing of aircraft full mission
simulator models. This paper addresses the need and issues relating to the development of
Operator Response Models within the SIMNET Semi-Automated Forces program.

The goal of the SIMNET Semi-Automated Forces (SAF) program is to develop effective
computer-controlled combat vehicle and supporting command hierarchies that can be
injected into the combat network. SAF's are required to simulate the large number of
battle field participants needed for effective combat team and command training or weapon
system development at reasonable cost. The behavior of a SAF unit should be
indistinguishable to an observer, or simulation exercise participant, from a manned unit of
the same type to ensure that effective training is provided to manned SIMNET stations.
This also ensures that weapon systems design concepts can be explored reliably in realistic
combat engagements.

A highly detailed operator response model (ORM) is required to ensure that SAF players
behave realistically during SIMNET exercises. In effect, the ORM is required to simulate
the functions of the combat crew for each SAF player (e.g., tank, rotorcraft, etc.). At the
most basic level the ORM is responsible for collecting and processing tactical information,
executing SAF controller commands, and engaging or providing support to manned
SIMNET stations.

This paper adckesses the requirements and top-level methods for the SIMNET SAF ORM.
The methods proposed for operator behavior are based on techniques developed for modern
avionics situation assessment and tactics planning programs. Extra emphasis is placed on
constraining ORM performance using crew workload modeling techniques developed as
cockpit design aids. The requirements and methods presented here are based on modeling
realistic rotorcraft and fixed-wing aircraft combat behaviors. The requirements for aircraft
ORM's are emphasized because the dynamics of engagements involving these types of
assets are the greatest. The design constructs presented here are also appropriate for
developing SAF tank crew and C2 ORM's.

I1. BASIC ORM MODEL REQUIREMENTS

Several key factors that must be considered in the development of a realistic ORM are the
types and timing of responses elicited by SAF players. First, the behaviors produced by
the ORM must be representative of those produced by manned combat players in similar
combat situations. This means that the ORM requires extensive situation assessment (SA)
capabilities and a large data base of potential combat tactics and plans. Second, the
observable information that the ORM model uses in making combat decisions must be
consistent with that available to a manned system. For example, SAF players cannot be
provided information regarding threats outside of sensor range or masked by terrain. Next,
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the timing of the SAF player responses must also be correct and reflect all workload
demands that would be levied on an identical manned SIMNET player in the same
situation. For example, the firing of tank guns must reflect possible crew reloading tasks.
Finally, the behavior of the ORM must be able to be influenced directly, or indirectly, by
SAF player controllers.,

ORM SA algorithms are required to identify and prioritize SAF player tactical objectives in
the context of its overall mission objectives and current environmental conditions. For
example, the SA algorithms are responsible for determining which objects are targets and
threats and the potential impact of each object on the mission. Algorithms being
developed in existing programs such as Air-to-Air Attack Management (AM) and Pilot's
Associate (PA) can provide a basis for developing ORM SA algorithms.

Crew SA is developed in manned systems by polling four major data sources:

o External Visuals
o Sensor Indications
o Pre-briefed Reconnaissance/Mission Objectives
o Data Links/Communication

Most tactical SA is developed by the crew from the examination of external cockpit visuals
and sensor indications. The ORM must have a capacity for accessing track data from
SIMNET SAF sensor simulation components to retrieve these data. Sensor, simulations
should provide the ORM with all measured and derived state information for each detected
track. These data can be used by the SA prioritization algorithms to sort SAF player
mission objectives. All sensor system errors should be propagated through the ORM SA
algorithms to reflect realistic uncertainties in processing simulated track data by the ORM.
The ORM requires a fusion algorithm to incorporate all known tactical information into a
single composite track file for ranking purposes. An ORM data base is required to store
pre-briefed mission objectives and reconnaissance data. The mission objectives data bases
stores basic information for classifying tracks (target, threat, defended asset, etc.), SA track
parameter ranking function weights, relative track ID importance factors, and pre-planned
tactics. The reconnaissance data includes pre-briefed target and threat locations that can
be used by the ORM to influence SA track ranking activities and anticipate upcoming
mission events. Requirements for modeling communication and data links are more
stressing. Co,-,munication models must not only be capable of passing information
between SAF piyers (e.g, target assignments and locations) but must also provide a
gateway for receiving data from SAF player controllers. Data received by the ORM from
SAF controllers should be used to modify the ORM's top-levei tactical priorities and SAF
player response plans.

A large data base of tactical responses must also be stored to drive SAF player behavior.
This data base should be implemented as a rule-based expert system. A rule-based
paradigm is the most practical data structure for storing ORM tactics as it can be modified
quite easily by system users to reflect new tactics. Rule-based expert systems also provide
trace-back information that can be used validate the ORM decision making process used to
generate specific SAF player tactical responses. The rule base can be pre-compiled to
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achieve faster run times if the performance of the system is inadequate to keep up with
processing demands. The rule base should be partitioned into major tactical segments that.-
are based on top-level tactics options selected by SAF controllers.

A major criticism levied against current computer-controlled threats is that their behavior is
very predictable. Most computer-controlled threats are predictable because they rely on
deterministic decision making models. Model predictability can lead to negative training as
manned players learn to anticipate the responses of computer-controlled player. To
alleviate this problem, the ORM rule base should incorporate multiple responses that are
appropriate for a given tactical situation. The actual response should be selected randomly
from a set choices to make the behavior of SAF players less predictable. ORM response
selection probabilities can be specified non-uniformly to reflect the likelihood that specific
tactics will be followed.

IL ORM CREW SIMULATION MODEL

The timing of SAF player responses are as important to simulating realistic combat aircraft
behavior as the responses are themselves. Accurate and realistic timing of SAF player
responses can only be achieved by simulating the actions of the crew itself. The crew
simulation can be used to limit the collection of tactical information and response
generation to that achievable by manned players. For example, it should not be possible
for the SAF ORM model in single-seat aircraft to collect information from heads-down
sensor displays and out of cockpit simultaneously.

CHEW SYSTEMS PERFORMANCE EVALUATION MODEL (CSPEM)

MULTI.TASK ELEMENT ACTIVITY PHIOCESSING MODULE

1 1 1
INTEkNAL INTERNAL RESiPONSE
SIIUATION RESPONSE EXECUTION

A:S'ESSMEINT SELECTION COMMANDS

-t TJINAL STATE UPDATE
'- 1 _ _ . "

I,1. &" a I'DIGITAL ENVIRONMENT SIMULATION (DES)" T

FT~ThiiAT O OWN HIP RELATIVE PAE
IATTH ul TE ~ SIGNAL E

2 ~A1ON GENCRTION UPDATEE

FIGURE 1. CTMEM INTEGRATION OF OVERALL CREW TASK DEMANDS.

Simulations have been developed by the human factors modeling community that are
appropriate for modeling SAF crew behavior. These models have been primarily used to
predict crew member workload and performance in new crew station designs. The most
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successful of these models simulate explicit crew task responsibilities to achieve desired
mission objectives. For example, the examination of aircraft instruments to perform a--
navigation cross-check would be simulated as a set of one or more component tasks.
Individual tasks are modeled with completion time and crew resource requirements..
Expected crew workload is computed by combining the resources requirements needed to
perform all required mission tasking as a function of time. Figure 1 illustrates how the
separate tasking requirements combine from major functional crew responsibilities to
develop overall task -processing demands in VICTORY's Combined Taskload/Mission
Effectiveness Model (CTMEM) [1].

The CTMEM (initially developed under AFHRL sponsorship) simulates each weapon I
system crew member as a server within a queueing system. The CTMEM's queueing
system is used to limit the crew's ability to perform required mission tasking based on
physical and cognitive crew resource limitations. For example, the CTMEM would not
allow the crew to perform two tasks simultaneously that require the use of the left hand.
One task would be forced to wait in the queue until the simulated crew member's left
hand used to process the other task is available. The queuing system model is also used
to ensure that task demands are processed in descending priority order. For example, the
CTMEM would simulate crew tasks related to countermeasure deployment prior to those
re!r,'ed to ;a',.g:.ion systems update. Figure 2 illustrates the functional processing of crew
tasking in the CTMEM.
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Tht simulation of crew task procedures can be used to constrain and control the flow of
information collection and decision making by the SAF ORM. The successful completion
of each simulated crew information collection task can be used to incrementally build SA
within the ORM in a realistic fashion. For example, new radar tracks would only
influence ORM decision making after the display has been scanned by a simulated SAF
player crew member. Likewise, SAF players should only fire weapons after all tasking
(e.g., weapon select, target designation, missile uncage, etc.) needed to perform the event
have been completed. The order in which tasks are processed must also reflect ORM
tactical priorities and overall mission objectives specified -by SAF player controllers.

Several new SAF data bases would be required to support the existence of an ORM crew
simulation. First, a data base of basic crew component task performance would be
required. This data base would contain the time and pilot resource requirements (vision,
speech, hand, etc.) needed to complete specific crew actions (e.g., switch hits). The crew
resource requirements in this data base are used to determine which tasks can be processed
by the ORM crew model simultaneously.

A crew task procedure data base is required to link component tasks together. Task
procedures would represent functionally-oriented crew behaviors (e.g., instrument cross-
check). Task procedure data bases must reflect differences in crew station designs. For
example, the tasks needed to place avionics systems to air-to-air attack mode are different
in the F-15 and F-16.

A third data base is required to tie crew task procedures to ORM SA, tactics planning, and
response execution activities. This data base is the most complicated to define as it
interfaces to the general ORM tactics rule base. This data base must also contain the
baseline priority for executing all task procedures. These priorities can be uscd to
determine the order of task processing by the ORM crew simulation when resource
conflicts occur. The ORM should have provisions for updating these priorities based on
derived SA information.

IV. RECOMMENDED ACTION

The SIMNET working group should initiate a study to identify R preferred approach for
integrating detailed operator performance models into the SAF system. As a first step, a
review of existing f-rw workload performance simulations should be conducted to
determine if an existing model can be used in this application. The review of these
models can be used as a basis for updating general SIMNET SAF ORM requirements
which can be used to guide development activities.

The existence of core task performance data bases to support ORM crew performance
simulations should also be assessed by the working group. These data bases will be
needed to establish specific patterns of realistic task behavior for SAF players. Department
of Defense computer aided crew station design programs such as the Cockpit Automation
Technology (CAT), Advanced Technology Crew Station (ATCS), and Army/NASA
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Aircraft/Aircrew Integration (A'I) programs may provide logical path ways for establishing
ORM crew model data bases.

VICTORY looks forward to participating with the Network Standards Working Group to
establish specifications for SIMNET SAF Operator Response Models. We have existing
software component models that satisfy many of the ORM requirements described above
and are continuing to evolve these models in ongoing VICTORY crew station evaluation
and simulator development programs.
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1.0 Executive Summary across the military services. The Simulation
Networking community is being told that the

The current BBN proprietary SIMNET current BBN proprietary SIMNET protocol is

protocol is not capable of providing an open application layer only, this is a complete

and extensible communications environment to falsehood. The association protocol portion is

support interoperability of heterogeneous absolutely not an application layer protocol. It

distributed simulators. The BBN proprietary in fact spans the transport and session layers.

SIMNET protocol was developed to support a (BBN actually admits this in Report No. 7102,

specific research and development application July 1989 page 55; "The association protocol

and as a proof of concept. Hence, there was is designed to offer a streamlined composite of

no need to consider an open architecture. the specific transport, session, and application

However, as the technology has evolved and layer services that are required by both the

other armed services, finding this form of simulation and data collection protocols") It is

training valuable, now want to integrate their clear that the BBD approach is in complete and

simulators into the environment, the utter violation of the OSI reference model. The

weaknesses of the BBN proprietary SIMNET BBN proprietary SIMNET protocol locks

protocol have become apparent. Recent implementors into non-standard and

experiments with interoperability using the proprietary transport and session layer

BBN proprietary SIMNET protocol have services. Therefore, the simulator protocol

proved to be less than optimal. For instance, portion of the BBN proprietary SIM.NET

specialized hardware protocol converters were protocol can not be decoupled and

necessary to achieve any form of implemented using other standard datagram

interoperability. This paper address the truth transport layer protocols (i.e., UDP or

about the BBN proprietary SIMNET protocol CLNS).
and provides an alternative open

communications architecture which also The lack of a formal architectural description

preserves much of the simulator to simulator for communications necessary to ensure

protocol (termed simulation protocol in 4nteroperability, as well as administration of

SIMNET) development which has been networked defense simulators, has prompted

accomplished during the SIMNET project. this position paper for consideration.

This paper proposes a new way to look at the 2.0 Introduction
problem, to organize our efforts and thus to get

us moving quickly towards finding solutions The members of the standards body for

to distributed simulator interoperability issues interoperability of defense simulations, as a
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group have a goal to create a more robust 3.0 The Realities of the BBN
framework, known as an architecture, which Proprietary SIMNET

will satisfy the current and future needs for Protocol

networking defense simulators. If the agreed

upon standard only satisfies the needs of a The BBN proprietary SIMNET protocol is

single military service then it has failed in its actually a suite of protocols (association

mission. As a result, a recommendation'is put protocol, simulation protocol, and data

forth that a new and more robust architecture, collection protocol) which extends far below

described in this paper, as the Distributed the application protocol layer, although BBN

Simulation Architecture (DSA), be reviewed has not presented it that way. The BBN

for adoption as the defense simulation SIMNET protocol manual depicts the SIMNET

interoperability architectural standard. protocol as shown in Figure 1. If this were

accurate then BBN could claim (as they do)
A formal architectural description means taking that the SIMNET protocol is compliant with
a systems approach, where a very large the OSI reference model. The fact of the
problem is decomposed into smaller, more matter is that the BBN proprietary SIMNET
manageable problems which can be worked protocol should actually be described as shown
concurrently. To some extent this was in figure 2.

attempted prior to the Second workshop on
Standards for Interoperability of Defense

Simulations; however, it was not done based . I SIMULATION

on an overall framework - thus many groups SULAYIR

crossed logical boundaries and many issues APPLICATIONASSOCIATION

had to be completcly ignored because there PRESENTATION SUBLAYER

was no "shoebox" for them to be stuffed into.

The DSA approach not only defines the SESS

architecture, but also defines how it is to be TRANSPOF-r

managed. NEWIR

The following paragriphs describe the realities DATA LINK
of the SIMNET protocol and defines DSA.

Future papers will follow and describe, in PHYSICAL

further technical detail, many of the topics OSI MODEL

introduced. Figure 1 - SIMNET ARCHITECTURE AS

DOCUMENTED IN BBN REPORT NO. 7102
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analyzers exist which can analyze association
_ _._protocol? What open network management

APPLICATION SIMULATION / DATA packages exist for the BBN proprietary
"'. , SIMNET protocol? What about security?

PRESENTATION
, :_ Clearly the emperor has no clothes.

SESSION ASSOCIATION
POC 4. 0 DSA Overview

TRANSPORT

NEr( DSA is an open communications architecture

for networking large numbers of interactive
DATA LINK defense simulators. The architecture will

PHYSICAL follow the OSI model and wil not be limited

06I MODEL by network media and will therefore operate

over both local area and long haul networks.

Figure 2 - THE ACTUAL SIMNET The architecture will also define a management
ARCHITECTURE structure where issues can be pddressed and

Note that the association protocol is not standards developed.

contained in the application layer. The

association protocol is a concatenation of both Figure 3 depicts the initial DSA with respect to

the transport and session layer services and is the OSI reference model.

completely proprietary to BBN. Thus the

BBN SIMNET protocol is a proprietary

protocol suite and is in complete violation of APPLICATION ISP

the OSI reference model due to its session and To be Defined

transport services being tightly coupled with PNTATO by the Session
and Presentataion

application services. SESSION Working Group

To be Defined
Selecting a proprietary protocol suite does not TRANSPORT_ ..by the Transport

and Network
make economic sense. The use of off-the- NETWR Working Group

shelf components will be highly curtailed. As To be Defined

simple examples, how will it handle DATA LINK by the Datalink

international simulation interoperability when PHYSICAL and Physical

our NATO allies are based exclusively on OSI Wri MI oSA
OSI MODEL INITIAL DSA

protocols? Who makes a router based on

association protocol? How many protocol Figure 3- INITIAL DSA
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4 Database Working Group

4.1 DSA Administration • Security Working Group
Structure * Network Management Working

Group

DSA will be managed by the DSA executive * DSA to BBN proprietary SIMNET

committee, consisting of members selected Gateway Working Group

from government, academia, and industry who

have an interest in establishing and maintaining 4.2 Interactive Simulation
a truly open distributed simulation architecture. Protocol (ISP)
The chairman of this committee will be known

as the DSA architect and his duties will be It will be the charter of the DS-A executive

defined, via a formal charter, by the DSA committee to develop a military standard

executive committee. In addition to the application layer protocol which shali satisfy

executive committee, individual working the requirement of passing standard messages

groups will be established. The function of between simulators DoD wide.- In addition,

these working groups will be to address issues ISP will be submitted as an international

of DSA, investigate solutions, and forward standard. As a true application layer service,

their suggestions on to the executive ISP, will not be dependent on the protocols

committee. The working groups addressing which reside below it. It is suggested that

communications issues will be structured along DSA use the simulation protocol portion of the

the OSI reference model. Therefore the BBN proprietary SIMNET protocol as its

following working groups will be established: baseline for this application layer service.

However, that decision wold be made by the

" Interactive Simulation Protocol ISP working group and the DSA executive

(ISP) Working Group committee.

• Session and Presentation Protocols

Working Group ISP will not include the data collection protocol

* Transport and Network Protocols portion of the BBN proprietary SIMNET

Working Group protocol. The open network management

" Datalink and Physical Protocols protocol (i.e., SNMP, CMOT or CMIP)

Working Group selected for DSA would be utilized for this

function.

Other working groups necessary within DSA

will include:
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Other papers will follow which describes thic

ISP requirements in depth, the charters for
each of the other working groups, and the use

of a network management protocol for the data

collection function.

5.0 Conclusions

DSA lays the foundation for the open

integration and iateroperability of
heterogene,s defense simulators. BBN wii

likely argt, to protect their proprietary protocc.

suite; however, a single organization should

not have the final say on the matter. It is

recommended that the Institute for Simulation
and Training adopt DSA as the standard

simulation networking architecture in its
recommendation to PM TRADE
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Current Status

- Simnet is designed to exploit LANs (broadcast, low delay, high throughput -
in particular Ethernet)

- Can interconnect LANs in a limited way - e.g., 56 Kbps circuit supports 100
vehicles

- For March demo, will use ST over Terrestrial Wideband Net (TWN), T1
backbone (because its there and provides multicast, service guarantee). ST
is an experimental protocol that is not recommended for general use ane is
not widely implemented.

- Not clear how to scale up beyond single T1 bus

Goals

- Specification of Simnet protocols and interface, so any vendor building a
simulator can plug into any standard network and interoperate with other
Simnet simulators on interconnected networks, including long haul
interconnection of LANs, independent of underlying network technology.

- Simnet protocols should not be-concerned about network configuration,
although some network configura~ions may not be practical for some
simulated configurations (e.g., close flying aircraft may not be allowed at
separate locations on wide area net).
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- Simnet protocols should eventually use a profile of OSI protolcols below
application layer. If current OSI protocols (GOSIP) are inadequate to
support Simnet applications, this must be identified and research and
experimentation conducted to develop proposals for appropriate OSI
enhancements.

- The Simnet protocols and interface should scale up, without change, to
enable simulations involving 10s of thousands of elements (vehicles, troops)
at lOOs of locations.

- Need to define the network service requirements that Simnet will need, so
that future operational DoD networks (e.g., enhanced MILNET, IDCS-
WESTHEM, FTS-2000) meets those requirements. Requirements issues

include guaranteed service for real time application, multicasting,
appropriate security level(s).

General Questions for the Subgroup to Answer

- Is the current PDU specification adequate to meet the goals stated above?

- Are some additions needed to the PDU specification?

- Is the proposed standardization schedule too soon to determine long-haul
needs?

- How do we get from where we are today (using an experimental research
environment ST over the DRI) to the goal (using standard protocols over
whatever operational networks with the required services are available)?

Specific Technical Issues

- Does the curreat use of Ethernet comply with IEEE 802.2 and 802.3 as
specified in GOSIP?

- Could the Simnet protocols make effective use of any of the OSI upper layer
services, e.g., connectionless stack, remnte operation services, naming

services.

- Does TADIL-J exchange similar information to the SIMNET protocols? If
so, why couldn't TADIL-J be used in the SIMNET standard, to facilitate
interoperability between real and simulated systems? (One potential issue is
that TADILS are specific to the communications systems and encompasses
all protocol layers.)
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- In a Simnet architecture involving LANs connected via gateways to a long-
haul network, there are architectural trade-offs. The gateway could be at
layer 3 in which the application is transparent; or it could be an application
gateway which does some processing of the Simnet application data in order
to optimize use of the long-haul communications.

- Does the current Simnet specification make provision for interfacing
simulators to other standard LANs (e.g., IEEE 802.5 token ring, FDDI)?

- What steps are required to configure the SIMNET devices participating in
an exercise? Can OSI management protocols be used?
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by Rich Soeldner
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12350 Research Parkway
Orlando, Florida, 32826-3224
407-380-8202

At the conference on Interoperability of Defense Simulations, on
Jan. 15th and 16th, recommendations were made to adopt the use of
Geocentric Cartesian Coordinates as the SIMNET standard for global
coordinates. I believe careful consideration of the
compatibility issue should be made before this recommendation is
adopted. This coordinate system has some potential advantage when
used with CIG systems which require curved earth representations
but it is incompatible with the greater majority of training
systems as well as incompatible with the present implementation of
SIMNET.

Most training systems use restricted play or game areas and use
Cartesian Coordinates defined with a North/South and East/West
ground axis and altitude as the normal axis. The advantage of this
system is that it is relatively simple to implement and it is
relatively accurate. At a range of 300 nm there is less than a
.03% difference between the great circle range and the pythagorean
range. And the difference decreases as the range becomes shorter.
Velocities are also relatively easy to determine in terms of ground
based Cartesian components. The problem with the Geocentric system
is that there is no apparent way to avoid the overhead associated
with continuously having to transform from the Geocentric system to
the trainer coordinate system and vice versa. There also does not
appear to be any way to use the Geocentric coordinate system
directly without incurring significant amounts of overhead because
the X, Y, Z physics changes with the position of the gravity
vector. Therefore it appears likely that simulations will continue
to compute X, Y, Z velocities and positions in a standard ground
based Cartesian system then transform them into the Geocentric
system. Likewise external vehicle velocities and positions will
have to be transformed from the Geocentric system into the standard
Cartesian system for use.

There is an alternate system of coordinates which is compatible
with both the restricted Cartesian play areas found in most
simulators and global coordinates. This is a Topocentric system
which maps the center of the game area to a specific latitude and
longitude. The y-axis of the game area would lie along the line of
reference longitude and the x-axis would be orthogonal to the
y-axis at the point of reference latitude. Positions are located
by specifying their x and y coordinates as they are orthogonally
projected back to the x and y axes. Altitude or elevation is
positive up and is referenced to mean sea level. Note that this
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coordinate system specification is identical to that for a standard
ground based orthogonal Cartesian coordinate system. To obtain
global coordinates from the Topocentric Cartesian coordinates the
following transformation equations give precise results.

LON = LONref + ARCSIN(SIN(X)/SQRT(I-(SIN(Y+LATref)*COS(X))**2)

LAT = ARCSIN(SIN(Y+LATref)*COS(X))

where

LON -> Longitude of point
LAT -> Latitude of point
LONref -> Longitude of reference point
LATref -> Latitude of reference point
X = x/Rearth -> x position expressed as arc length
Y = y/Rearth -> y position expressed as arc length
Rearth -> Radius of earth at reference Latitude and Longitude
x,y -> Displacement distances along the x and y axes in units

consistent with those used to specify the radius of the
earth.

Inversely to obtain the x and y distances from specific latitude
and longitudes the following transformation equations givq precise
results.

X = ARCSIN(LON-LONref)*COS(LATref)) Y = LAT - LATref +
2*ARCSIN(SQRT((COS(LAT)*SIN((LON-LONref)/2))**2 - SIN(X/2)**2))

x = X*Rearth
y = Y*Rearth

For complete compatibility there are two corrections which need to
be made to the ground based Cartesian system to make it consistent
with the global system. The first has to do with the computation
of true heading. In the ground based Cartesian system true heading
is measured with respect to the y dimension since the y-dxis is
aligned with true north. In the Topocentric system, unless the
reference latitude is aligned with the equator, the y dimension is
aligned with true north only along the line of reference longitude.
Therefore if a traveler were to start out in an easterly direction
and maintained that direction his true heading would change with
distance traveled. The following equation provides the magnitude
of that change.

DELTA HEADING = ARCSIN(SQRT(COS(Y+LATref)**2/
(I-(SIN (Y+LATref) *COS (X)) **2))

The second correction is a velocity correction. Because lines of
constant x or y curve slightly as they traverse the surface of the
earth, the distance between lines of constant x or y converge as
distance from the axis increases. However displacements are
measured with respect to the axis. Since the axis distance is
slightly greater than the actual distance traveled the axis
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velocity needs to be compensated to make the actual position
displacements consistent with the true velocity. The correction to
the velocities are as follows:

Vyc = Vy/COS(X) Vxc = Vx/COS(Y)

where Vx, Vy are the specified velocity components Vxc, Vyc are
the compensated velocity components The interesting thing about
these compensations is that for most practical applications they
can be ignored. For instance at a range the error introduced by
not considering the global compensations is only about .25% for
both range and velocity. At a latitude of 45 degrees 4nd a
distance of 250 nm from the y-axis the error in true heading is
only 1.5 degrees. The fact is that any trainer which uses a ground
based orthogonal Cartesian system does successfully ignore these
global variations. And most trainers do use ground based Cartesian
systems. There is one other significant compensation which needs
to be made to the ground based Cartesian system to give it a global
representation. The altitude/elevation of distant objects needs to
be adjusted to compensate for the curvature of the earth. The
following equation provides adequate results for most applications.

zobs = zact - Rng**2/2*Rearth where zobs is the observed
altitude/elevation zact is the actual altitude/elevation Ang is the
distance to the distant object Note that most trainers which
require this compensation already have it built in. It should be
emphasized that the Topocentric coordinate system is not a
projection of a flat surface onto a spherical surface, and that the
transformation equations from ground coordinates to global
coordinates is precise. Therefore, a distant trainer which desires
to look at the problem in global coordinates versus ground
coordinates can do so with no loss of precision. The local trF.iner
however will not be required to-do any transformations which are
foreign to it's normal operation. In sur ary, compatibility to
existing trainer systems should be a major concern when selecting
standards. A geocentric coordinate system will require changes to
virtually every trainer on the network. The topocentric coordinate
system would require very few, if any, changes. There I recommend
that atopocentric coordinate system be given serious consideration
as the SIMNET global coordinate system.
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1.0 Executive Summary open transport layer alternatives which could
be utilized in DSA.

This position paper describes the means to an

open application layer protocol for the 2.0 Introduction
exchange of information between simulators
involved in interactive simulation exercises. During the SIMNET program, a lot of time and
This protocol, termed Interactive Simulation effort went in to defining the simulation
Protocol (ISP), is proposed as a true protocol portion of the overall SIMNET
application layer protocol, within the OSI protocol. Unfortunately this portion of the
complient Distributed Simulator Architecture protocol was also wrapped into a transport
(DSA) [1]. It is proposed that ISP use the layer service called the association protocol.
simulation protocol portion of the SIMNET As a result, the SIMNET protocol is
protocol and include additional Protocol Data unacceptable as a open systems protocol

Units (PDUs), which have been suggested as a standard. The goals of ISP would be to use
result of interoperability tests from programs the simulation protocol portion of the SIMNET

such as the Navy's Battle Fleet Import protocol with additional PDUs being included
Training (BFIT), to establish a baseline of the from the BFIT experience and other
required ISP PDUs. interoperability tests. This methodology will

facilitate a rapid development of the ISP
Note that ISP would not use either the data standard. The protocol will be extensible !o
collection protocol nor the association protocol that new PDUs can be added while also being
portions of the current SIMNET protocol. The backwardly compatible with earlier versions of
data collection function, while necessary ISP. This methodology is essential because as
during a simulation, is not part of the simulator we continue to learn more about interactive
to simulator protocol and as such will not be simulation this experience must be capable of
discussed in this paper. A forthcoming paper being incorporated into ISP. Further, DSA
will describe how an open network will include a working group which addresses
management protocol will be utilized to the task of gatewaying DSA to the current
support both the network management and data SLMNET protocol so that existing SIMNET
collection function. As for the association simulators can be interconnected to DSA.

protocol, this is actually a transport protocol

and can not be included as part of a true As a true application layer protocol, ISP will
-application layer service such as ISP. A later not be dependent on the particulars of the
paper will be produced which will describe services provided at lower levels of the DSA
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protocol suite including specific transport
protocols or whether a given physical APPLICATION ISP
connection is via a local area or wide area

network. This is very important because the

selection of other specific lower layer SESS IN
protocols, for DSA, could be worked TASO

concurrently with the ISP development thus

cutting the overall DSA development cycle. NETWORK
That is a major benefit of the DSA layered
protocol approach. DATA LINK

PHYSICAL

OSI MODEL
3.0 Distributed Simulators

Architecture (DSA) Figure 1 - ISPs Relationship to the OSl
Reference Model

An overview of DSA has been submitted to the
Institute for Simulation Technology (IST),
DARPA, and PM TRADE. DSA is a
framework which is in total compliance with It would be the charter of the ISP working

group to define the initial version of the ISPthe OSI reference model and describes a

methodology for the development and protocol. This protocol would be developed
based on inputs from the government,

management of an open architecture to ensure

the interoperability of Defense Simulators. academia, and industry. Once complete, the

The DSA overview introduces ISP. DSA's ISP draft standard would be forwarded to the

thrust is to establish an open interactive DSA executive committee for review and

simulation application layer protocol (ISP) and comment.

the utilization of a suite of open protocols to
support the lower layer communications 4 iPStnd z
services. Figure 1 depicts ISP's relationship

to the OS I reference model.
The process of defining ISP as the DoD-wide

sv'ndard for interoperability of defense
simulators should progress rapidly. This

would be dependent on the following factors;
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acceptance of DSA as the overall framework, ISP will incorporate PDUs which were

establishing the ISP working group, staffing developed as part of the simulation

the ISP working group with qualified protocol portion of the SIMNET

individuals, and a dedication on the part of the protocol, during the SIMNET

simulation networking community to support program. Additional PDUs, which

this effort. My estimate is that, should the ISP were suggested as a result of BFIT and

methodology prove acceptable to IST, PM other interoperability tests with the

TRADE, and DARPA, a standard specification SIMNET protocol, will also be

could be written and a public domain version considered.

of the protocol could be developed and tested

in four to six months. This estimate is based ISP will be extensible such that

on the following assumptions; the ISP additional PDUs can be incorporated

working group will be composed of six to ten into subsequent versions while

members who are very familiar with the assuring backward compatibility.

simulator protocol portion of the current I

SIMNET protocol and the use of this protocol A formal administrative process will be

for interoperabilty between dissimilar developed where new PDUs and

simulators. Three to five graduate level modifications to existing PDUs may be

software engineers with an understanding of proposed for consideration.

data communication protocols would be

required to develop the public domain A working group will be established

software. Figure 2 depicts this development whose charter will be to certify the

methodology. interoperability of each ISP

implementation.

5.0 ISP Requirements

No additional PDUs will be allowed to

To come to timely fruition, ISP must achieve a be incorporated into the standard, nor

number of objectives. This section addresses any modification to existing PDUs,

these general requirements. without an actual working prototype of

such an implementation. This

Complete disassociation of the current prototype will be used to demonstrate

SIMNET association protocol and data the proof of concept as well as

collection protocol from ISP. backward compatibility.
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A version of the ISP software will be

available in the public domain and on-

line. The software should be available 6.0 Abstract Syntax Notation
on an Internet host which supports file One (ASN.1)
transfers. This ISP implementation

could, perhaps, be developed by It is strongly recommended that ISP use the

University of Central Florida graduate OSI standard ASN.I to both define the PDUs,

students. The public domain version as per ISO 8824, as well as use the Basic

of ISP will serve as a reference Encoding Rules (BER) for encoding these

implementation for any group PDUs on physical media, as per ISO 8825.

developing their own version. In The use of ASN.l ensures that the PDUs

addition, having a version available on- being transferred are machine independent. In

line and in the public domain proves addition, an ASN.l parser is available as part

that ISP is an open protocol. of the ISO Development Environment (ISODE)

from the University of Pennsylvania. The

ISP will use Abstract Syntax Notation current SIMNET protocol uses Data

One (ASN. I) representation to describe Representation Notion (DRN) which is unique

the PDUs in accordance with ISO to the SIMNET protocol and is not a

8824. recognized standard.

" ISP will specify the use of ASN.1 for In his book Computer Networks, Andrew

the encoding of the ISP PDUs onto the Tanenbaum [2] writes, "The key to the whole

physical media in accordance with ISO problem of representing, encoding,

8825. transmitting, and decoding data structures is to

have a way of describing the data structures
" The ISP specification will be written that is flexible enough to be useful in a wide

into an Internet Request For Comment variety of applications, yet standard enough

(RFC) and distributed to the Internet that everyone can agree on what it means. As

community for reView and comment part of the OSI development work, ISO has

prior to it being submitted as a devised such a notation. It is called abstract

proposed MIL-STD. The feedback syntax notation 1 or ASN.1 for short"

from the Internet community will

provide a final sanity check for the

protocol.
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7.0 Conclusions

ISP is truly an open application layer protocol

which will ensure the interoperability of

defense simulators. It is proposed that ISP use

the simulation portion of the current SIMNET
protocol with additional PDUs being included

as a result of the knowledge gained during

BFIT and other interoperability tests. It is

recommended that the Institute for Simulation

and Training adopt both DSA and the DSA

open application layer protocol, ISP, in its

recommendation to PM TRADE.
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1.0 EXECUTIVE SUMMARY

The SLMNET project is a research and development effort undertaken by DARPA and the
United States Army to enable the linking of remote training simulators. In this manner,
personnel training can be extended to include a wide variety of battlefield functions, with related
personnel being able to participate simultaneously in a single battle simulation even though they
are at sites remote from one another. With the anticipated decrease in the defense budget, the
SIMNET project can permit me US military to maintain readiness at a much lower cost than is
possible by use of fied.exercises. SIMNET is therefore a project of great importance to the
future defense posture of the United States.

SIMINET has reached a prototype stage where Lwo computers with separate simulation
software communicate with each other over a single Ethernet, demonstrating the feasibility of
SlIMNET in the simplest possible configuration. Vhile S.MvNET encapsulates simulation status
information for transfer to remote simulation systems, it does not become directly involved with
control of the network(s) which transmit the simulation information. Clearly, a real-time
simulation, such as SIMNET will support has timeliness constraints associated with delivery of
its dam.This white paper addresses the topic of the networks carrying SIMNET data, especially
as to whether or not SVINET dam can at all times be expected to ar-ive at destination statons m
a time!y manner. The case is made, supported by substantial research evidence. tha: :here are
types of traffic and loading possibilities that will not be supported if SIENvNET oniv reties on
unoriorized message service from the under.ving networks. The scoce of SI. NET
applications would thereby be narrowed, perhaps preventing the simulation of close air suoport
and battlefield communications functions in all but the smallest scenarios.

Organization of this white paper is as follows. Section 2 discusses the SINLYET concept in
more detail. S,;ction 3 reviews certain research results concerning Ethernet and related
CSMA/CD network architectures. Section 4 develops some SIMNET scenarios in which
timeliness of some types of traffic are quantified. Section 5, drawing on the previous two
sections, demonstrates the likelihood that SIMNET, as currently envisioned, might fail to deliver
some ty'pes of traffic in a timely manner. Section 6 recommends a plan of investigation related
to ensuring the timely delivery of traffic on SIMNET. Section 7 is a summary of Harris
Corporation credentials in the area of network communications and design. and Section 8 is a list
of the references cited in developing the arguments of this paper. Although the results of this
paper cannot be based on actual SIMNET traffic loadings, they indicate that it is time to examine
the network architectures which must support SIMNET to a. sure the widest possible scope for
the system.

Harris Government Communications Systems Division
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2.0 INTRODUCTION

This section will discuss the intended use and scope of SIvLNET, and will idenify some areas
of research that may be of importance for the long-term feasibility of SIMNYET in practical
large-scale applications.

2.1 SIMNET and Distributed Simulation

SIMNET is a research and development project sponsored by Defense Advanced Research
Projects Agency (DARPA) and the United States Army, the purpose of which is to define and
validate protocols by which separate training simulators can be interlinked over existing
communications network,. The intent of this activity is to enhance the value of training
simulations by permitting nuitiple combat training functions, normally carried out at physically
separate facilities, to be combined into a single training exercise.

For example, personnel being trained to crew tanks in land battle could be trained in a
scenario where many other components of the battle were, realistically represented by human
operators at sites remote from the tank crew trainees. The tank crew trainees might find
themselves working in concert with close air support elements, suppiv vehicles, field 'ille:''
etc., and. of course. adversary batnle elements couid also be represented.

The mechanism by which training simulators remote from each other might be combined
would be the set of information protocols developed by :he SIMNET project. I.e.. the
participating simulation software in a SIMNET-linked joint training exercise would encapsulate
state information about the .ocal simulation participants forpropagarion to all other participants.
Similarly, a local simulation would receive and properly process all of the relevant stare
information from remote sirnuiation participants.

The remote state information received at each location would be used to update information
concerning the status of the remotely simulated battle elements. All simulators participating in
the joint exercise would have access to a common terrain data base so that the received
simulation dam could be used to properly position and orient remotely simulated elements within
each local visual representation of the battlefield. Other important visual characteristics of battle
concern the presence of visual obscuration (smoke, fire, etc.) on the battlefield, and the condition
of the battle elements (on fire, destroyed, turreted gun in motion, etc) participating in the battle;
this sort of data would also be passed among simulators by the SRh4NET protocol.

The SIMNET protocols have been designed to identify and abstract the important
characteristics of each battlefield element, so that =ch information can be encapsulated in
standard data packets of various kinds for network transmission. Any given type of data packet
contains standard data fields of fixed sizes into which the required data is inserted. Such packets
can then be sent to all other participants in the simulation for which the particular data is
relevant. Some transmitted packets may be relevant to all other participating simulators, such as
a status report on the current location and motion of a vehicle. Some transmited packets may be
of interest to only a proper subset of all other participants, such as a packet which notifies a
specific set of vehicles within the simulation that they are currently being scanned by a radar. this
would permit activation of radar warning devices, as well as commencement of countermeasures.

It should be '-rnphar:;ed that the SIMNMET protocol structure is not intended to snpply a
network control structure directly acting on physical network hardware. In fact, SIMNET is
effectively an information-encapsulating protocol written at the application level of any network
on which it is to be implemented. It can affect or control network operation only to the extent
that an application program can access network functions at the lower (network) protocol levels.

Harris Government Communications Systems Division
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The SIMNET system has been demonstrated in protoype version on a standard Etherne,, and
alternative network protocols that have been suggested by the developers include Fiber
Distributed Data Interface (FDDI), the DOD Internet Protocol (I.P), the DARPA Internet Stream
(IS) protocol, and the emerging OSI connectionless protocol extended to support multicasting
(see references [1] and [2]).

2.2 The Networking Requirements of SIMNET

Because SIMNET does not contain network control functions iM wui, direct or substantial
sense, it is import to analyze the suitability of potential existing network architectures for
SIMNET use. The remainder of this white paper addresses thi; topic. Specifically, a case will
be .nde thnr SIMNFT, once - " .,..-L, L1 range Lf desireca capabilities, such as
accommodation of voice traffic, command and control functions, and high speed vehicles (e.g.,
close air support aircraft), may require the support of specialized networking functions, such astraffic prioritization.

The arguments presented in this paper are drawn from analysis of potential SIMNTET
scenarios, and are supported strongly by research results drawn from the papers cited in -he
References (Section 8.0). Since SIMNET has not ye: been applied to arv !arge-scale simularon
exercises. what is adduced in this paper about future network loads due to SM.'NET zraffic ishypothetical. However, the hypothesiing is quite conservative, and at teas: indicates that se:ious
consideration should be given to an extended analysis of the ne:working requirements of
SIMNET. The analysis provided in this paper strongly implies that the SIEs'NET system itseif
shouid be simulated, in order to determine whether or riot ictual loading conditions on a
combination of ne"works can be met without more extensive network control capabilides tan
are now av'ailable thr-ough the SIN'ET protocols.

Note that the purpose of this paper is not to identify deficiencies in the SLMNET protocols
or to indicate that the protocol effort currently underway is misdirected. Harris Government
Communications Systems Division (GCSD) personnel attended the Standards for the
Interoperabiliry of Defense Simulations conference sponsored by DARPA in Oriando. F'.onda on
22 - 23 August. 1989, and were impressed by the potential scope and practicality of the SIMNET
concept (see reference [3] for a summary of the proceedings of that conference). However.
Harris GCSD personnel have been involved in many complex network design projects, and
therefore recognize that in order to achieve the broadest scope and benefit from the SIMN"ET
effort, the government should initiate a parallel effort investigating the implications of network
control techniques and how the SIMANET system might optimize its use of network resources.

Harris Government Communications Systems Division
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3.0 THROUGHPUT/ DELAY CONSIDERATIONS FOR ETHERNET

The current prototype SIMNET implementation is supported by Ethernet communications,
and Ethernet is regarded as a good communications basis for SIMNET simulators at a single
physical site. This section will discuss certain general and very relevant research done on
Ethernet implementations. The results used in this section are taken from open-literature sources
readily available in the references. Although these results are not based on exact traffic loading
profiles or network configurations which might arise in SIMNET scenarios, they are theoretically
close enough to some possible SMNET scenarios that they cannot be dismissed as irrelevant.

3.1 Mixing Voice and Data on Ethernet

It was mentioned at the Orlando SIMNET conference (August 22-23, 1989) that the
SIMNET system eventually intends to support voice traffic and command and control functions.
In fact, Dr. Jack Schwartz, (Director of Information Science and Technology Office, DARPA)
specifically noted that simulation oi communicaidons was a very desirable goal for the system in
the opening address delivered to the conferees. In order to provide an intrinsic capability for
voice afflc in SIMNET, it will be necessary to deal with the need to forward digitized voice
packets using the underlying network capabilities supporting SIMNITET. Because packetization of
voice places special demands on a aerwork. the feasibility of this concept must be analyzed in
some deail.

Voice messages travel on digitized networks by being broken into many small packets,
since a single comoiere utterance can easily require hundreds of thousands bf bits. These
individual packets must traverse the net and then be reassembled at the destination before being
converted to analog form. Voice packets must be handled in a ver, timely manner, since the rate
of "readout" at the received end must closely match the real-time rate of the original poken text.
This does not require extremely short delivery times, since a modest delay of a voice
communication may not substantially affect the outcome of the simulation, but it ddes require
that the voice packets arrive without too much variation in delay. Achieving this low variance in
delay may be easy on a very lightly loaded network (say 5% of bandwidth in use), but it will
become more difficult as the traffic load grows.

It is instructive to consider a 10 Mbit/second Ethernet implementation with a linear bus
carrier sense multiple access/collision detection (CSMA/CD) scheme as a typical present day
supporter of a potential SIMNET simulation. In a CSMA/CD Ethernet, access to the bus is
obtained effectively autonomously: any attached station with traffic to transmit first determines if
there is activity on the bus, and if not, transmits the queued traffic. This system is not perfect,
because of propagation delay. Le., two stations may both sense that the channel is inactive, and
may both begin to transmit. This need not actually occur simultaneously, since the transmission
from an already transmitting station may not reach a second station in time to preclude initiation
of transmission from that station.

When such a simultaneous attempt at transmission occurs, the involved stations can detect it
(by comparing their transmitted bit streams with the apparent signal on the bus), anda collision
is said to have occurred. Once a collision has occurred, both of the packets in ransmission are
lost, and both must be retransmitted. The details of this process are well described in [4], where
it is also shown that in the traditional Ethernet CSMA scheme, the inefficiency of the CSMA/CD
channel access protocol results in a maximum possible throughput of approximately 32 % of
channel capacity. For a 10 Megabit Ethernet implementation. then, a maximum sustained
throughput of at best 3.2 megabits/second of data can be expected.

Harris Government Communications Systems Division
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There are various strategies known by which the stations involved in a collision attempt to
recover from the collision. Obviously, if they both immediately tried to transmit again, another
collision would occur, wasting even more channel capacity. Thus algorithms, known as backoff
algorithms, are used by which each station randomly selects a time delay until making the next
attempt at transmission.

Now we will consider that capacity in terms of digitized voice transmission techniques. In
order to support 64 Kbit per second voice digitization, a 320 bit packet could be sent every 5 I
milliseconds. Packet overhead must also be accounted for, which drives the packet size up to
536 bits (these values are taken from reference (5]). If we assume half-duplex voice links, then
each such virtual voice channel on Ethernet would require .107.2 Kbits/second of data bandwidth.

The research descr bed in (51 specifically examined the results of mixing voice and data otn
a 10 Mbit/second Ethernet implementation. In that implementation, the total load comprising aZ
non-voice data was set at 5%, and voice conversations were ,et at 30 - 50 conversations. (Strictly
spealdng, this exceeds the 3.2 megabits/second of actual bandwitdth available, but that is because
Ehc voice conversations are not continuous, and the backoff algorithms investigated were not
standard Ethernet algorithms.) This was considered to be representative of an ordinary technical
research environment use of an E:hernet, based on the Xerox Palo Alto Research Center.
Although the data versus voice proportion of traffic, and the total network !oading in [5 may not
reflect any potenual S'NIMNET scenar:o, the results in [55 are important, since !hey indicate that
robbing Peter to pay Paul (i.e., delaying data packets to meet time!liness requirements for voice
packets) might cost more than Peter can afford. Summarized very briefly, [5] indicates that
when a backoff algorithm is used in the mixed voice/data environment which favors voice, then
the data packet delay is driven very substantially Upward. Specifically, the daa packet delays
were all in the 100 milliseccnd range when the backoff algorithm was biased enough toward
voice packets to provide approximately 99% on-time delivei.'es of voice packets.

3.2 The Effect of Station Distribution on Ethernet Performance

The CSM.A/CD contention-based access scheme which supports Ethernet communications
does not necessarily provide all stations on an Ethernet with equal service. E.g., stations located
along a linear Ethernet bus may find themselves more often in contention for the channel if they
occupy positions near the end of the bus rather than more central positions. There is a
straighdorward explanation of this phenomenon: namely, when a station begins to transmit,
there is a time window of vulnerability centered on this initiation time during which any other
initiated transmission will cause a collision. That window stretches backward and forward in
time from the initiation of transmission by the total propagation delay for the station to the
extremes of the network. Thus, stations near the center of the bus have windows of vulnerability
only half that of the stations near the end of the bus.

Careful research and simulation results on this phenomenon are reported in [4]. In that
paper, the authors examined several possible distributions of stations along a linear CSMA/CD
Ethernet bus, including uniform spacing along the bus, and various forms of balanced and
unbalanced clusterings of stanons. Quoting from the authors' abstract in [4],

"...Individual station performance varies with the location of the station. Unbalanced
distributions can lead to large performance differences between individual stations with isolated
stations achieving relatively poor performance compared to the average ......

ii, particular, even for a uniform distribution of stations along an Ethernet (this means physically
uniform relative to the propagation length of the bus) and a midrange loading of the network,
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stations near the center of the bus achieved twice the throughput of stations at the extremities.
Using the well-known Utilization Law (page 42, [61). one concludes that packet delay at extreme
statons averages twice that of central stations, if all stations have the same utilization.

In clustered arrangements, stations are not evenly spread across the bus, but are grouped at
points along the network. In such cases, uneven cluster size leads to disparate throughputs: this
is because the stations within one cluster have small windows of vulnerability rela--ve to 'heir

fellow stations within the cluster, but large windows relative to stations outside the-cluster. Thus,
by way of example, three clusters of stations, with 20, 10, and 10 stations respectively along a
2000 meter Ethernet resulted in about a four to one throughput ratio for the 20 station cluster and
the extremal 10 station cluster.

Note :hat the prototype SIMNET system comprises only two computers on a single very short
Ethernet. Each of these computers therefore has a very low window of vulnerability, and the
computers get the optimum, i.e., equal service from the Ethernet bus. Simulations on this
configuradon will be highly optimistic relative to the throughputs and delays to be expected in
SINET applica.-ons.

In most Ethernet implementations, one could expect a clustering of stations, since the bus
itself might ran between buildings, or between grouped users in several separated parts of a
building. In the case of SIMNET applications, where physically lorge simulation equipments
might be required to accommodate the desired training realism, one could expect a clustering of
components. Therefore, it may be judicious to assume that message delay for individual
S1IMNET stations may vary by a factor of as great as four from optimal.

3.3 Ocssible Concerns About Ethernet Support of SIMNET

The above subsections have shown that

1. data packets in a mixed voice/data Ethernet implementation might
require delays in the 100 millisecond range to accomodate the
tmeliness requirements of voice,

2. stations along an Ether-net bus do not receive equal service from
the CSMAICD access protocol, so that one can expect delay ratios.
between best and worst service along the bus of as much as four
or more.

Although these results are not driven by specific SIMNET scenarios, they do follow from
research which is not greatly out of line with some possible SIM.NET simulation scenarios. In
the following section, we will examine specific SIMNET functions which would appear to
require the maximum update rates, to be needed in simulation scenarios.

A final note about station distribution problems is that they do not occur only for Ethernet.
A paper on FDDr (see reference [7]), indicates that for FDDI token-ring configurations, under
some conditions, some stations are almost blocked from the possibility of transmission. This is
despite the fact that a token-ring passing access protocol, which avoids contention, is in use.
This research indicates that if the FDD[ network reaches a near-saturation level for any length of
time, some stations, due to their position in the ring, may be unable to tansmit for the duration of
the period of the heavy load.
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4.0 SIMNET MAXIMUM PERFORMANCE CRITERIA

In this section, several specific types of SIMNET applications will be discussed, and some
analysis will be presented which implies that the SIMNET system may need the support of a
message priornzation scheme in the underlying network protocols.

4.1 SIMNET Interaction with the Underlying Networks

The SIMNET protocols are to be defined so that the underlying network structure can be
tansparent to them: thus, the desire is that a simulation software system designed to support the
SEMN'ET protocol will effectively be able to cooperate with any of the common network control
protocols. Apparently the SIMNET protocol structure would only interact with the underlying
network controi protocols in the matter of packet addressing/routing.

It also should be pointed out that the nature of a SIMNET-supported exercise might involve
traffic rransmission over a concatenation of networks. Thus, multiplc copies of the same
simulation software might be interlinked at a common site over an Ethernet bus, representing the
crews of several tanks participating in an exercise. At a remote site, multiple copies of an
ar:Ulerv :raining simulator might also be interlinked on a local Ethernet bus, and :he :wo
aroremennoned Ethernet busses might then need to be linked by a long-haul network of some
kind in order to make the actions of all participants known to eachoher. Higher-levei command
and control activities coordinating the different types of battle elements might be simulated at yet
another site, necessitating the need for another long-haul connection between this third site and
both of the lower-echelon sites. Figure 1 provides an illustration of suc'r an internetted
simulation.

SITE A USERS SITE B USERS

_ _ _ __ _ _ ElRN E

I I
ETHERNET EHRE

Long Haul Medium _
Long Haul Long Haul
Gateway Gateway

FIGURE 1 - Remote Internerted Simulation Systems

The mechanisms by which such internetting will be accomplished are not defined as part of
the SIMNET protocols: it is assumed that the local facilities participating in a
SIMNET-supported simulation have the required physical assets and communications capacity
so that the total volume of SIMNET traffic can be adequately handled. Obviously, the degree of
success for any proposed internetworking depends very critically upon the total volume of traffic
(SIMNET and all other) to be carried and the acceptable delays for the various types of SIMNET
data packets in the system, iq well as the statisic-l vnrrince of delay.
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For example, it is obvious that the position/orientation data for slowly moving vehicles in
the simulation does not need to be updated as often as for high-speed vehicles, such as attacking
close air support aircraft. SIMNET takes account of this dichotomy by permitting the
information update rates in the networked system to vary according to vehicle type. SI*IN-ET
also supports the extrapolation of position information for remotely simulated vehicles by
including velocity data in the vehicle status packets. However, it does not support as adequately
the extrapolation of orientation information, since it does not include a velocity vector for the
pitch, roll, and yaw components of a vehicle. While this may be a negligible oversight for slow
moving vehicles confined to surface movement, it may lead to serious ambiguities for aircraft,
which might move from a current to a new orientation by one of several trajectories. Clearly the
rate of rea' updates possible has much to do with whether or not such trajectory ambiguity could
arise: we ,ill return to this possibility after further analysis has been presented.

SIMNET does not actualy define the precise algorithms by which such extrapoiation is
done: that is !eft to the individual simulation developers. In any event, a SIMN'ET-based
simulation may be capable of "real" update, based on newly received data, as well as "virual"
update, based on data extrapolation related to the last data packet received concerning the vehicle
of interest.

In orde: :o obtain a good basis for a recuired update rate. le. us consider '.,hat an acc::abie
visual dis:iav should involve. The motion seen in ordinary US teievis:on -s :he result of a 30
field per second update rate. where a field is a completely refreshed pic"ure. European television
standards .ely on a 25 fie;d per second update rate, which many Americans at first find
uncomfortabie, but generally can adapt to. However, when field update rates fail much beiow
this, the ex:endea viewing can becorre quite uncomfortable. Thus, it is safe ro postu.ate about a
40 millisecond (25 fields per second) update rate as a lowest acceptabi rate for extended use by
view ers.

,c c : ",., u S I .ontExt, tMs coes not neccssariiy imply mat each vehicle being
simulated have a real update each 40 milliseconds: the updates may be virtual (i.e., extrapolated)
for some period of time, with real updates at longer intervals to pull the virtual updates back
toward the precise track of the vehicle (see Figure 2). However, there are some types of data that
S IMNET should accommodate for which the virtual update process may not be adequate. These
ype:, cf cata will require berter network service than might be available in a network with

non-prioritized traffic. These data types will be briefly introduced bejow, with reasons provided
as to why they may require specialized network service.

4.2 Accommodation of Close Air Support Functions

The intended purpose of SIMNET is to enable simultaneous training of multiple battle
elements in realistic battlefield context: this purpose will be inadequately served if the very
important factor of close air support (both offensive and defensive) cannot be accommodated by
the system. The distinction between close air support vehicles and ground vehicles is, of course,
that close air support aircraft are capable of very high speeds, and can be expected to undertake
high acceleration, unpredictable maneuvers as part of their defensive tactics. Clearly, such
vehicles would require a Peater ratio of real position updates in comparison to virtual updates
than would slowly moving ground vehicles. It is worthwhile to examine the possible situation
quantitatively.

As a rough guide to the need for updates, note that an A- 10 can turn inside a 1950 -. "adiur
circle, at a arn "te of 25 degrees per second, and is expected to use this high maneuverability in
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* Real Position

l] Real Update

rO rtual Update

-Extrapolated Trajectory
Acual Trajectory

- - -. -- -. - -. Velocity Vector

After each real update, virtual trajectory is extrapolated
toward predicted future position. based on velccity.

FIGURE 2 -- Use of Virtual Updates to Extrapolate Vehicle T-ajecory

evading enemy fi.m while engaging in offensive actions close to the ground. Such a turn would
be made at 250 knots groundspecd uind approximately an 80 degree bank :,nz.ie, and 5.5 G's
acceleration. As shown in Figure 3, straight and level flight at this speed covers 422 i'ee: per
second. Commencing a turn. , s& sc .*., will result in a deviation from the saigiht and level
path of 92 feet in 1 second, ,.r abrct: 2j iee: ;n 1/2 second. Of course, it takes some time to 7il
into such a am, but the res-!L reMiai-Is true when already established in the turn: namely, if
virtual updating of the A-10's position vas being done for 0.5 second from the last velocity
vector given (a tangent to the turn circle), the extrapolated position and the actual position could
differ by 25 feet, as shown in Figure 3.

in actual combat, the A-10 may carry out several reiativtAy quick "Jin,ng'" mnaneuvers ,-,,,
up of combined rapid rolls in opposite directions, as well as rapid ascents and descents which
would create substantial changes in forward airspeed. One tactic to evade enemy targeting is zo
deliver ordinance, and then descend behind trees or other obstructions that provide cover from
direct enemy targeting. It is clear that any interplay of tactics between antiaircraft measures and
close support aircraft will require simulated distance accuracy in the neighborhood of 10 feet,
since an A-10 displaced upward by ten feet from its actual position may appear to be visible to
enemy gunners or antiaircraft elements when in fact it is not, thereby allowing the enemy
targeting process to have ample time to target, lock, and fire when perhaps in reality the window
of opportunity needed did not actually exist. Based on the discrepancy described above for an
A-10 in a tight turn, a real update would be needed on the order of every 0.25 second to hope to
achieve an extrapolated trajectory for the A-10 which stays within approximately 10 feet of its
actual position.

Note -lso that the interplay of antiaircraft and close air support tactics may require very
accurate aircraft orientation, if the weapon being targeted against the aircraft is radar or infrared
guided. In such cases, the pilot's maneuvers may be designed to present the antiaircraft crew
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witLh the least desirable (for their weapons) orientational aspect of the aircraft. In such a case, a
faithful ,pdate process of orientation at very short intervals may be necessary to accurately
dec,,de whether or not a given weapon has achieved the required lock on the aircraft. Flares and
<baf may also be dispensed by the aircraft, and precise timing of that data may be very critic:1 to
..,e decision as to whether or not a very fast moving maneuverable missile hits its target. It
would be unfortunate indeed if the simulator supporting and-aircraft training declared a hit while
the simulator supporting pilot training declared a miss.

., . 80 degree bank angle

0.5 second: 25 feet deviation
* 1.0 second: 92 feet deviation

t ,

25 de-rees/ second

0 Actual A-10 Position C Extrapolated A-10 Position

FIGCRE 3 -- Deviation of A-10 Trajectory During High Acceleration Maneuver

We have thus established by some relatively straightforward analysis that the possibility
exists that support of close air support aircraft in a joint simulation scenario could require real
updates of vehicle position/velocity at about 0.250 second intervals. We will consider this
requirement again in section 5.0.

4.3 Command, Control, and Communications Simulation on SIMNET

Besides the mere inclusion of voice on SIMNET as part of ordinary command, control and
communications (C3 ) capabilities, there are other aspects of C3 functions which might require
special consideration. But before discussing these aspects in detail, it is important to examine the
degree of fidelity which might be desired for C3 functions within a SIMNET simulation.

The SIMNET project is directed toward tying together training simulators, not research and
development simulators. Therefore, it is reasonable to assume that primarily, C3 funcnons
would be included in SDNET to aid in training personnel in proper C3 echniques. For this
purpose, the fidelity of C3 functions within the SIMNET strucrure would need not be modeled to
a great level of technical detail: so long as the C3 system appears correct to the end-user, the
level of modeling is adequate.

Using this criterion, we can then build requirements from the top down. Fust we must ask
what major aspects of C' activities must be visible to the trainee to provide a useful level of
training in C3 proficiency. Primarily, it would seem that these aspects are
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proper idenaiflcabri/oformularion/formating of C3 information,
2. proper utilization of communications equipment and procedures.
3. proper recognition of and response to attacks (usually electronic)

on :he C3 system.

Do any of these aspects impose special requirements on SLMNET? The first would appear
to be a function of the user, not the system, so should not require any specialized SIMNET
functions. The second, however, may very well require special attention to timing concerns,
because in many battle situations there may be communications subnets established based on a
common channel, and access to that channel may effectively be based on contention. I.e., a
comm-nn voice broadcast channel may be a simple AM channel, in which two transmitters active
at once badly degrade each other's transmission, or an FM channel, where the first -.ansmitter

~ively captures the channel, and any ocher simultaneous transmission is not heard at ail.

Thus, if such transmission processes are to be adequately represented, they must account
nearly exactly for the arrival times of packets representing transmission on the channel.
Otherwise, the contention of common channel communications will be completely ignored.
which will lead to very unrealistically high estimates of the quality of communications d'.n

a::l e..An imtication of this is that trainees would likewise misuse, or perhaps overuse
onrmunications assets during training if the assets are not limited bv rais:c constaints.

What -night be done in software to acc:ount realistically for channel contention? One
app roach would be for the simulator originating a transmission to time rag each packet of that
transmission with its own "real time". so that a!l other recipients can compare transmrissions
,,,rnoecinz for the same channel in overlapping time periods, and award the chanae! to the

winning =smission (if the channel is FM), or create the interference effects expected for an
AM channel. Because of delay and variance of delay in the SIMNET network communications.
a simulation receiving communications packers would have to hold each one for some duration
(say 0.25 second) to insure that a competing packet with an earlier time tag had not been sent. but
which had sustained more delay on the network. (Actually, clock skew between nodes, as well
as delay variance in the network, might double or triple this holding time.)

But the simulation software would have to be even more clever, because each transmission
might consist of numerous packets, and two competing transmissions might arrive in an
interleaved fashion, with network delay variance resulting in the interleaving not reflecting the
true order of competition for the packets, as shown in Figure 4. Deinterleaving these, and
accounting for the (simulation) network delay and the correct interference effects could clearly
necessitate rather complex software algorithms. Prioritizing all such communications packets
and sending them as high priority traffic throughout the simulation network would tend to cut
down on the delay and delay variance, so that the problems of the destination software would be
made simpler, but would not be eliminated. Furthermore, it is unfortunate that packets
representing communications which are the losing competitors for a channel must be propagated
throughout the (simulation) network when their information value is to be ignored. This
represents inefficient use of a network which might already 'e taxed to handle the continuous
simulation load.

But there is a means by which such complexity and inefficiency can be avoided: that method
would require each simulator which is originating a sequence of communications packets
representing use of a contention communications channel to send a notice packet to the relevant
addressees that a communication on the designated channel has begun at a designated time.

These nonce packets would be very short, and if they were sent throughout the simulation
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network as priority traffic, then each affected simulator would receive all notices of contention
with much less time skew, and could rapidly choose the winning contender from the notice
information. Similarly, all losing contenders would receive the winner's notice, and would
recognize that they were locked out of the channel. Thus they could suppress the transmission of
all remaining communications packets until the winner of the channel sent a similar notice
indicating that the channel was free.

Originated Packets

AI , A2 ,..., AN B 1 , B2  BM

Sta'Luon A Station B

Channel \ - Station C

Delays

Received Interleaved Packets A1 , B 1 , B2 , A2 , A3 , B3 , A, ...

FIGURE 4 - Effect of Variable Channel Delays on Contention Channel Traffic Packets
This technique would greatly simplify the representation of communications throughout the

simulation network, and would also contribute noticeably to network efficiency. If these notices
could be sent throughout the network by effectively being given priority over all other traffic,
then propagation delays could be held in the range of tens of milliseconds for notice propagation,
much excess traffic on the network could be avoided, and the simulation software dealing with
allocation of contention channels would avoid the need to deal with deinterleaving complex
sequences of packets.

There are obviously other possible situations involved in dealing with communications
traffic or ECM/ECCM where the need will arise to carefully determine an efficient way to
handle technical details of the process which do affect the end-user's view of the process. The
SI4NET effort must include a fairly extensive study of the nature of battlefield communications
systems, the-extent to which the technical demailsof the system affect their implementation within
the simulation, and the means by which efficient handling of the processes can be developed for
SIlNET.
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5.0 SIMNET MESSAGE PRIORITIZATION

Sections 3 and 4 taken together raise several issues concerning the ability of Ethernet
environments to support SIMNET simulations. Even though SIMNET applications carrying
voice and data may not have traffic profiles identical to those cited in the research papers above
([4] and [5]), the voice/data results of [5] serve to raise the point that a standard Ethernet
configuration which does not favor a voice packet over a data packet may not serve the voice
needs of a simulation, while a non-standard implementation favoring voice may begin to create
substantial delays in the ansiission of dam packets. This delay in data packet delivery can then
be further aggravated by the fact that not all stations on an Ethernet can obtain the same
throughput, with throughput ratios easily reaching four or more. SUVINET by itself is only an
information-handling protocol: it cann, : control network activities and prioritize traffic. The
SaL-NET system could conceivably prioritize the order in which received SIMNET packers we-e
acted upon, but such effects would undoubtedly only alter the service to a given packet by a few
-milliseconds.

If, for example, 100 millisecond data delays were experienced on each of two Ethernets
connected by a longhaul network (as shown possible in (5]), then even with no consideration of
the gateway and propagation delays of the !ong-haul segment connecting them, it is clear that
upda:es for high velocity aircraft would become unacceptabi7 large . perhacs :n "he
neighborhood of 0.25 seconds. This is the upper li-mt which wt derived in Section 4.2 'or-'e:i
updates of high ve!ocitv aircraft status, and that value was based on fairly conservative
assumptions. If the effect of station distribution along the network were also taken into account.
as described in Section 3.2, one or both of the terminating Ethernets involved in a transaction
could impede the message by as much as 0.4 secothds. Delays of up to a secohd then begin :o
look possible. Clearly such delays preclude the simulation of high speed aircraft, and even in
one Ethernet, formation flying aircraft might find the real update rate for position orientation data
to be unacceptable.

The other major point of the above section was that accommodation of C3 training clearly
entails the transmission of simulated communications: it was shown chat the delay and delay
variance characteristics of a SIMNET simulation might greatly complicate the handling of
simulated communications, especially for contention-accessed channels.

None of the above results represent completely rigorous results drawn from potentiai
SIMNET scenarios. However, the basis of the conclusions above represent traffic profiles drawn
from [5] which could be anticipated to be within the reasonable range for some SIMNET
scenarios. The results in [4] and [5], which form the crux of the argument given here, were both
based on moderate Ethernet loadings, certainly in the range which might be expected in a,
SIMNET scenario linking remote sites. Further analysis of the possibility that a standard
Ethernet implementation might not support some SIMNET scenarios therefore seems germane.
Certainly no prioritization scheme relying only on the receiving simulator acting first on
high-priority packets can compensate for delays in the indicated range.

As has been suggested previously in this paper, it might well be the case that extending
S[MNET to the support of O!ose air support and C- activities requires a communications network
which supports message prioritization. In many simulations, the proportion of packets
representing status updates of high velocity aircraft would be quite small. Also, if voice traffic
for common channels were preceded by notice packets, as suggested in Section 4.3, the the
network would be relieved of considerable traffic, and the receiving software would be relieved
of considerable complexity ir, the accommodation of voice traffic. The proportion of traffic
consisting of such notices would probably be a small proportion of all traffic.
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Thus, applying message prioriization to these two types of traffic (high velocity aircraft status
and communications notice) would normally involve some small amount of the total traffic,
perhaps 10%. If the notice traffic were to be used to preclude the transmission of unnecessary
packets (i.e., packets representing losing contenders for common channels), then the net traffic
load offered by SIMINET might actually go down. This would almost certainly be the case if
much of the traffic precluded by notice packets were voice traffic.

Ethernet is a CSMA/CD system, and as such, access to the channel is gained without any
central control, and, likewise, no control overhead. The price paid, however, is the relatively low
saturation level (about 32% of channel capacity, as shown in (4]). Is there any benefit to be
gained by somehow prioritizing traffic, and can that benefit be realized without major
modifications to the Ethernet protocol? F.A. Tobagi addresses this question in a paper entitled
"Carrier Sense Multiple Access with Message-Based Priority Functions" (see [8]). In this paper,
he outlines a means of providing message-based priority to an Ethernet in which the individual
messages within any priority class remain in CSMA/CD contention with each other, but higher
priority traffic always gains access to the channel before lower priority traffic. The priority
protocol can be made preemptive (i.e, higher priority traffic interrupts lower priority traffic
already in transmission), or non-preemptive.

The -ssence of Tobagi's scheme is as follows. At the end of any messaze transmission, an
inre.'val bealns which contains a slot representing each message priority in the system. The siots
are temporally arranged with highest priority first, and each slot is long enough so that there is an
allowance tor timing skew (relative to the end of the last transmission) up and down the bus. If
any station has highest priority traffic to transmit, that station puts a burst of carrier in the firs-
slot. All other stations sense that burst of carrier, and only stations with equal priority traffic
may then contend for the next access to the channel (which beains immediately after the priority
slot). If no station informs all other stations of priority traffic in the first slot, then ail stations
with the next lower priority of traffic may place a carrier burst in the second slot, etc.

In effect, this is a message prioriization scheme which does not call for centralized control,
and ,he only overhead for which is the priority slots following each packet transmission ca the
Ethernet. in general, the aggregation of these priority slots constitute a very much shorter
interval than an ordinary packet length, so the resulting overhead is very low. Cf course, all
packets of the same priority still compete by CSMA/CD, so the fundamental nature of the
Ethernet access protocol does not change, and the overall efficiency of the system does not
increase.

However, by prioritization, some class of traffic can gain preferential treatment. If that
traffic is a fairly small percentage of the total, then the remaining traffic will not be appreciably
affected. In this way, the potential difficulties for some types of SIMNET traffic could be
ameliorated. The results shown in [8] were derived by dividing traffic into two priority classes.
Two "slots" of channel time were allocated to the prioritization scheme, and the numbers of high
and low priority messages were equal, but the length of high priority messages was one-tenth the
length of low priority traffic. The consequences of the use of the pioritization scheme was that
the high priority packets tended to experience roughly one-fifth the delay of the low priority
packets, even at high network loadings where packet length becomes a minor part of the delay.

As for the research done in [4] and [5], this work does not contain results directly applicable
to an Ethernet application of SIMNET. However, it does reflect the fact that Ethernet can be
prioritized at a modest cost in overhead, and that such a prioritization can demonstrate very much
better handling of the priority class of traffic. Clearly, the extent to which the lower priorities of
traffic suffer is dependent on the relative proportion of overall traffic which receives high
priority treatment. In a SLMNET application, it seems probable that the higher priority traffic
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could easily be limited to ten percent of the total, which was the ratio used in the work cited
above.

Another even simpler prioritization scheme for CSMA/CD is possible, based on the concept
of persistence. In this case, each station with a backlog of transmission traffic, upon sensing that
the channel is idle, will wait a probabilistically determined length of time before trying to seize
the channel. Stations with higher priority traffic wait, on average, a shorter length of time, so
high priority traffic tends to get favorable treatment. Of course, in this case, the higher priority
traffic may not always get favored treatment, unless the delay for lower priority traffic is set so
large that, on average, much channel capacity is wasted in the dead time between messages. Of
course, the exact tradeoff between a system such as described in (8] and the simpler persistence
scheme described here would depend on analysis of specific scenarios.

Suffice it to say that various relatively simple schemes exist by which to prioritize Ethernet
traffic. Additionally, the emerging OSI standard supports message priorirization as part of its
Internet Protocol. Thus it is reasonable to address the need for and practicality of message
prioritization for SIMNET implementations on a variety of underlying network architecures. In
the next section, we will discuss a possible outline of study for this subject.
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6.0 SIMNET NETWORK ANALYSIS - A PROPOSED STUDY PLAN
The above sections discuss the timeliness constraints of SINvNET simulations, together with

known results concerning Ethernet performance. Although the Ethernet results cited (references
[4], [5], and [8]) are not specifically based on SIMNET scenarios, they do reflect behavior of
Ethernet operating at medium traffic loads. Extrapolated t,' SIMNET circumstances, they
indicate that an Ethernet carrying voice traffic together with di, .,, and interlinked by a long-haul
network to another Ethernet may experience delays between 0.5 and 1.0 seconds. We have
demonstrated in Section 4 that these delays may prove unacceptable in the transport of certain
data types, such as position/orientation information for high-velocity aircraft, and data
representing C3 traffic in the system. As discussed in the above section, message prioritizarion is
an option possible on Ethernet and in OSI-based networks, and such prioritization might be ,,-,
useful in alleviating potential delay problems in Ethernet.

It would seem, therefore, a wise investment at this juncture in SIMNET development to
undertake a close scrutiny of SIM.NET and its proposed supporting network architectures. Such
a study would focus on the resolution of the question of whether SIMNET may need to exploit
message priorirization as a way to alleviate possible delay problems for certain types of SINLNET
traffic. Briefly, such a study would be partitioned into the following tasks.

I. Examine possible SIINET simulation scenarios, and extract
exeed traffic loading, in terms of the physical network assets
which might be involved, the types of packets generated, and the
time constraints on delivery of those packets.

2. Examine the various candidate network architectures which might
support SfvINET simulations relative to their suitability and
modifiability to support the timeliness constraints of SDI.NET
traffic.

3. From all of the above, identify the most favorable low-risk
approaches for adequate support of SIMNET traffic with message
prioritization or other performance enhancement techniques.

4. Determine by analysis and simulation the best techniques from
those surviving the above three steps, and then search for the
optimum parametrizations of the chosen techniques.

A study such as the above would consume about two to three man years of labor, and could
be carried out over a one to two year time frame. Based on the analysis presented in Sections 2
and 3, such a study could possibly contribute greatly to the total utility of SIMNET, especially if
the result was that SIMNET could thereby accommodate a substantially enlarged scope of
training activities (e.g., close air support and C3 operations) and/or encompass a greater
collection of physical networks within a single simulation.

For these reasons, Harris GCSD encourages funding of a network architecture study as
described above. Harris GCSD, and more broadly, Harris Electronic Systems Sector (of which
GCSD is a part), is a national leader in advanced network design technology. A resume of Harris
ESS credentials in network design technology follows.
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7.0 HARRIS ESS NETWORK DESIGN EXPERIENCE

Because Harris Electronic Systems Sector (ESS) is a systems design organization, the
approach to communications system design at Harris is tinged with a strong tendency toward the
practical. ESS personnel recognized some years ago that the small network analysis methods of
the past were becoming obsolete, because the network models (i.e., circuit-switched or
packet-switched single media, with fixed routing) which were so well-supported by those
computational tools were becoming obsolete. As a result, research into new analytical concepts
and tools is already well underway at Harris, and very powerful and unique tools have been
developed to handle this new class of large complex networks. Several relevant prbjects will be
discussed below.

7.1 The Multimedia Network Design Study (USA AIRMICS)

To date, very little research has been done on the use of multiple media in networks. What
has been done has been limited to ad hoc contexts. The AIRMICS study is a three-year study
funded by the Army, to examine the issue of multi-media network optimization for large-scale
strategic communications requirements.

In the first year of this study (now complete), multi-media networks were cnarac:erized
generically, and steady-state modeling techniques were applied to examine the optimum
proportioning of available media types against offered traffic of several types. In particular, the
traffic types were characterized by their timeliness, accuracy, and bandwidth requirements. and
media were characterized similarly by delay, error, and bandwidth properties. The steady-state
model aeveloped provides a means Lo assess the uptimal way in which to apportion the media
amongst the traffic type, given the volume of each type of traffic expected, and the availability
of the media.

The use of a steady-state model in this study allows rather fast convergence to solutions, but
will not provide the resolution that one would obtain by simulation. The benefit of this approachis that very much larger network structures can be practically evaluated, and the true optimum
mix found for any set of input scenarios can be determined.

The second year of the study, now underway, will build on the first year's results. In the
second year of effort, the steady state model will be used to ascertain the optimum use of
network resources while the network is "quiescent", i.e., not supporting active defensive actions,
and not itself under attack. Then the network, using the optimization results as baselines, will be
simulated through stressed scenarios to determine network dynamic behavior. This steady-state
first, simulation second approach has a large technical advantage over simulation alone, and that
is that the use of simulation only must proceed from a heuristic assessment of the network's
optimum quiescent configuration, and the simulation results may therefore cluster around a less
than optimum quiescent scenario. The result is that the analysis of the stressed network may
conclude that certain response mechanisms are most appropriate when they in fact represent
optima determined around the wrong quiescent point.

The third year of this study will focus on the important but much neglected relationship of
mission-oriented metrics and engineering metrics of communications systems. A modeling
technique has been identified (Generalized Activity Networks, or GAN) which can capture very
clearly the relationship between mission metrics and engineering parameters, and can allow
precise expression of these relationships. This is an area of study not well-explored in thenetwork community up to this point, and the GAN technique should break new ground inproviding a well-formulated and rigorous way to relate mission requirements to network
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specification.

The subjects to be examined in this study will result in development of a powerful set of
tools which will apply directly and uniquely to the design of the large, complex network
architectures of the future.

7.2 The Air Defense Initiative Communications System Design Study
(USAF RADC)

The overall objective of this Air Defense Initiative (ADI) Study is to develop a surviving
and enduring communications system design that will permit the near-term demonstration of an
"intelligent" multimedia communications system supporting the surveillance, engagement, and
command and control aspects of the air defense mission. The two main thrusts of the study are
to

1) develop a network architecture that is compatible with Distributed Sector Operations
Center/Survivable Command and Control Center (DSOC/SC 2C) operations;

2) design a multi-media Intelligent Communications Controller (ICC) and ,ui "'edi
network management algorithm which will manage the communications nodes or :his
system.

The system nodes will be transportable communications and command ary control shelters
which can assume control of an air defense sector if the fixed command center is destroved. The
system must connect fixed, land-mobile, transportable, and space-based nodes, and me'st use ail
available media in order to survive and reconstitute when necessary. Gateway capabilities ro
non-ADI communications assets, such as JTIDS and DDN will be included in the system design.

To support the transparent use of multiple media, the system nodes will rely on the ICC.
The [CC will intelligently manage system resources at both tn- nodal and network level. The
mechanisms implemented by the ICC can be decomposed into four major functional areas -- the
transport layer, the network layer, the link layer, and the network manager. T.e ICC will be
designed to conform to the ISO OSI network model, and will perform the following major
functions:

I) simultaneously handle both digital dam and voice traffic;

2) provide both circuit-switched and packet-switched services;

3)- transparently manage the selection of media on a transaction-by-transaction basis;

4) adapt in real-time to changes in topology, equipment availability, traffic loading and mix,
and network performance.

Two major aspects of this system design are the initial robustness of connectivity, and the
intelligent control of the connectivity as it changes or is degraded. Intelligent control must sense
changes in topology, traffic loading and mix, and must do so using relatively efficient
mechanisms that do not themselves require massive communications overhead.

Two major networking concepts are being analyzed in conjunction with this study. The first
is the "network of networks" concept, which retains single-media networks as integral entities,
but achieves high connectivity via gateways between them. The second is the "flat" or
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multigraph organization, in which all links of any media type are interated more unidorriv :nto
a single network.

The current analysis, development, and verification of the ICC network structure and
control algorithms is being carried out on a network of Sun 3/50 and 3/60 workstations dedicated
to this task.

7.3 Distributed Network Vulnerability Analysis (USAF RADC)

The Distributed Network Vulnerability Analysis (DNVA) study was conducted by Harris to
dererrr ine a means to generically and uniformly lead analysts through a careful evaluation of
communications network vulnerabilities. This study, recently completed, has three main pars -

1) creation of a major taxonomy of network function and an analytical methodology to
assist the vulnerability analyst in structuring a comprehensive and complete analysis.

2) design and implementation of a data base program which will support and
greatly facilitate future DNVA tasks,

3' a full analysis, using the DNVA methodology, of a complex SDI network architecture.

The development and application of the DNVA methodology wijl greatly improve the
network design process in the future with respect to the analysis and preclusion of syszem
vulnerbilites to hostile action. Harris has designed this methodology, and is'currently in the
unique position of having the expertise to comprehensively apply :his echnclogy to lrge
complex network designs. Implementation of this methodology via the computerized data base
will make this a standard tool, available in the future to all military agencies involved in network
design.

The three efforts cited above represent large technology components of a military
multi-media network design. Of course, there are many other components of such a design. and
Harris has, through other studies, IR&D's, and programs, developed a pool of expert credibility
in all the relevant disciplines. Equally important is that these activities have allowed :he
development of a comprehensive tool base to support and verify the network design process.
These efforts are described below.

7.4 The GENESIS Network Simulation Tool

The GENESIS network simulation tool was developed to allow simulation of very large
complex network designs (see reference [9]). This is normally difficult within the contexts of the
usual simulation languages, because they require that the system model be "bent" into the fixed
paradigm of the simulation language. (I.e., the simulation language implements limited types of
transactions involving limited types of data structures, between entities of certain predefined
types.) If one chooses not to use a simulation language, then the usual alternative is to create
from whole cloth an ad hoc simulation of the specific network of interest. This latter approach
offers unlimited flexibility and resolution, but generally requires a substantial inve!rrnrnt or
programmer effort.

GENESIS provides an approach to simulation that is a hybridization of the two traditional
approaches. The programmer of a GENESIS simulation creates with no restrictions the precisefunctionality of nodes and channels in the context of a high-level language (MODLULA-2 or

Harris Government Communications Systems Division

230



Network Design Considerations for the SIMaNET Protocols

ADA). Once that task is finished, the specific topology involving these nodes and channels, aL
well as a range of inirialization parameters, can be established without any further expenditure of
programming effort. This is done by an end-user, who enters the topology and input parameters
through a Topology program. GENESIS is in use on several current Harris programs, and has
been slated to be used in several more. All experience with it so far tr Harris has been favorable

The GENESIS tool has contributed mightily to several SDI network design studies here at
Harris, because it is ideally suited to open-ended research effort on complex networks.
Furthermore, simulation at more resolved levels of network function builds very efficiently on
simulation already developed at lesser levels of resolution. Also, GENESIS is written to provide
very rapid execution compared to simulations written in standard simulation languages, and thus
several times as many simulation runs can be ohtained for the research :.ffort than woald
normally be possible. (GENESIS includes a new exceptionally fast scheduling algorithm
especially developed for the GENESIS package, and published in the Proceedings of the 1988
Southeastern Simulation Conference). Use of GENESIS in a design effort insures that a
minimum of the design funds will be spent on programming, and a maximum possible amount of
the resources can be devoted to the analytical discovery process. GENESIS was used in the
work cited in [7), and is being used for continuing analysis of the Freedom Space Station
communications system.

7.5 The Network Stressed Topology Model

An important aspect of network design centers around the onalysis of failure modes in the
system. Almost all analytical work in this area h is issued from the assumption that separate
network assets fail independently. A few papers have addressed dependent failure modes, but in
all but one case, these papers assume relatively "non-real-world" failure mechanisms, and one
gets the impression that the failure mechanisms were chosen because the problem addressed
then admitted of a solution. Harris has approached the problem of dependent asset failures for
military networks from a purely practical standpoint: that is, the distribution of dependent
failures is related directly to the types of hosile actions that would in fact be expected for a
military network. This model provides a prac-ical means of evaluating network peformance in
the face of hostile action. Further work on that effort was done under the (USAF -kDC) DNVA
study (described above) to develop a comprehensive computer program implementing the inodei.

7.6 Survivable Communications IR&D

The main objective of this IR&D is to formulate and evaluate network routing algorithms that
implement adaptive routing, congestion control, and network reconfiguration mechanisms. The
focus of the research is on distributed, adaptive network control in order to most adequately meet
the constraints of military environments. This IR&D has also provided the impetus of the two
important network analysis tools described above in 7.4 and 7.5.

The focus of this IR&D for the previous year was on the completion of a packet radio
network testbed (PRNT) based on CSMA/CD channel access. This system involves twelve
nodes built from microprocessor-based computers and packet modem hardware, which can be
interconnected in a rich variety of topologies. Experiments on this system involve actual
communicating hardware, driven by software algorithms developed under the IR&D.
Multi-media gateway software nas been implemented on the testbed, and work is now focussed
on internertng and routing algorithms.

Current year effort in this IR&D is centered on the optimization of dynamic queueing and

Harris Government Communications Systems Division

231



Networ., Design Considerations for the SIN-NET Protocols

routng algorithms for multimedia stressed networks.

7.7 The Stressed Communications IR&D

This multiple year IR&D primarily focusses on HF networking algorithms and protocois,
terrestrial and spacebome wideband networks having a large number of links and nodes, and on
improved performance of meteor-burst communications, link hardening, and multi-media
networks. The most recent primary activity in this IR&D has centered on developing survivable,
efficient network architectures based on adaptive network management algorithms. The
multi-media issues being addressed in this IR&D center on the development of algorithms for
multi-media networks considered in two contexts -- single network with multi-channel,
multimedia links, versus multiple networks sharing common nodes, and connected by gateways.
Research is focussed on management algoriihms for link assignment, topology update,
packet/message routing, and flow control.

7.8 SDI BM/C3 Architecture Development Study (USAF RADC)

This study was funded by USAF ESD, and involved the development of several 3,L"C
architectures for boost and mid-course phase, based on twelve different sensors/weapons
combinations. The aspects of network control addressed in this study included tocolosy
reconfiguradon, adaptive routing, and system sur,'ivabiliry in the face of EW or physical attacK.
This effort involved extensive modeling and simulation.

7.9 The BM/C3 Network Design (USAF RADC)

This study is a follow-on effort to the study discussed immediately above The current study
( > $1 million award) comprises a number of design and analysis tasks, including system
requirements definition, network design, and simulation and verification of the network design.
Network design issues being addressed include security, survivability, adaptive routing,
congestion control, internetring, protocol development, link access, and system architecture.
Many of the network concepts under investigation in this study are generic to large multimedia
networks. The GENESIS tool is being used with great success to provide simulation in this
study, and the DNVA technology discussed above is being applied to this network

7.10 Army BM/C3 Study (USA)

This comprehensive 27 month study program addresses the communications networking
requirements associated with all four SDI tiers -- boost, early mid-course, late mid-course, and
terminal phases. The communications requirements were derived for several detailed system
architecture alternatives, and communication network designs are being developed for selected
candidates. Timeliness for various mesage and data types is a crucial issue in SDL so detailed
simulations are being done using the GENESIS simulation tool. Major factors influencing
communications in these simulations are jamming, node destruction, LPI, COMSEC, and nuclear
weapons effects.
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7.11 Adaptive Distributed Network Management System Program
(USN)

The Adaptive Distributed Network Management Program (ADNMS) is a USN-funded study
that was initiated to investigate difficult network management issues unique to SDI that have not
been adequately addressed on other research programs. This is a three year program (now in the
second year) with the objectives of algorithm design, test, and refinement. The study has
concentrated on network management algorithms for space-based networks. The four major
subcategories of network management of greatest concern in the study are link assignment,
failure/recovery/topology update, adaptive routing, and flow control/congestion. Substantial
results have been derived in the area of adaptive recovery from network perturbations.

7.12 Surviving, Enduring Multimedia Communications System

This special system, developed for a proprietary customer, involves the design, fabrication
and fielding of a large, multinode, multimedia, transportable communications system. This is a
multiyear, mulimillion dollar system supporting voice and data communications and switching
systems over multiple media and over links of thousands of miles. The specific media invoived
are SATCOM. HF, meteor burst. landlin.s, fiber optics, and line-of-sighi microwave. This has
established at Hais a pool of expertise related to the practical aspects of moving theore:ical and
conceptual algorithms into the domain of real hardware.

7.13 Dynamic Communication Resource Allocation Study (DCRAS)
(USAF RADC, NATO)

This study, currently underway, is examining the post-2000 NATO communications
environment relative to the need for real-time, automated selection and control of
communications assets. The study is considering rather global issues, such as what is needed to
control such a system, what characteristics will be required of communications equioment "n
such an automated environment, tradeoffs of increased survivability and capacity against costs
and implementation risk, and recommendariona for integration of current hardware into such a
future system. In addition to analysis directed at the above concerns, the study will identify
technology development areas which are on the critical path to such a future system.

7.14 MultiFunction Information Distribution System (MFIDS)
(USAF RADC, NATO)

This study, currently in progress, examines the requirements and technology involved in
meeting the need for tactical information distribution in the post-2000 NATO environment. The
first phase of the study is examining present and projected NATO responsibilities and
capabilities in order to derive key requirements for the M.FDS. The second study phase will
assess the progress in important information distribution technologies in order to identify
practical means by which to meet the information distribution requirements of the post-2000
tacncal situation. The final phase of the study will suggest that certain technological areas be the
subjects of further study, in order to stimulate a development path toward the M'lDS system.

The above-described efforts demonstrate the extent to which Harris Electronic Systems
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Sector is currently involved in state of the art military network design; yet these efforts consduie
only a fraction of the current or recent efforts at Harris related to network design and analysis.
They serve to indicate that Harris is second to none in depth and breadth of experience in the
military network design arena.

Harris is eminently qualified in both the arenas of simulation and network desii :o
examine and resolve any potendal implementation difficulties which might arise in the ransition
of SIMNET from a small-scale prototype demonstration to a fully functional system optimize,4
for the greatest scope and utility to its potential c'istomers.
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Position paper: A Proposed Format for the Vehicle Appearance PDU

Ray Fitzgerald
Software Engineer
Evans & Sutherland

This paper proposes a format for the vehicle appearance PDU more conducive to a general

standard, which is being proposed of SIMNET.

We propose that the vehicle appearance PDU look as follows:

VehicleAppearanceVarient sequence {

-- general information (applies to all vehicles)
vehiclelD vehiclelD (48),
vehicleClass vehicleClass (16),
location array of three 64 bit geocentric Cartesian coordinates,
rotation array of three 32 bit Euler angles,
timeStamp unsignedlnteger (32),

-- specific information (based on vehicleClass)
specific choice (vehicleClass) of

-- A simple moving vehicle, without a turret:
when (vehicleClassSimple) simple sequence
appearance unsignedlnteger (32) - meaning dependent on

vehicleClass,
engineSpeed unsignedlnteger (16),
locationVelocity array of three 32 bit velocities in meters/second

- A Tank
when (vehicleClassTank) tank sequence
appearance unsignedlnteger (32) - meaning dependent on

vehicleClass,
engineSpeed unsignedInteger (16),
location Velocity array of three 3? hit velocities in meters/second,
turretAzimuth angle (32),
gunElevation angle (32)

2}



If our suggestion from our first position paper "On Adopting the SIMNET Local Area Network
Protocol as a Local Area Network standard", to only send the non-changing information when
those fields are needed (i.e., at initialization and when a new vehicle enters the exercise) is not.
adopted, then we feel the vehicle appearance PDU should be changed into the following format.

VehicleAppearanceVarient sequence {

-- general information (applies to all vehicles)
vehiclelD vehiclelD (48),
vehicleClass vehicleClass (16),
force, forcelD (8),
location array of three 64 bit geocentric Cartesian coordinates,
rotation array of thrre 32 bit angles,
timneStamp unsignedInteger (32),

-- specific information (based on vehicleClass)
specific choice (vehicleClass) of

-- A simple moving vehicle, without a turret:
when (vehicleClassSimple) simple sequence {
appearance unsignedInteger (32) - meaning dependent on

vehicleClass, .
guises VehicleGuises - two 32 bit object types,
markings VehicleMarkings - character set (8) and 11 char (8),
capabilities vehicleCapabilities (32),
engineSpeed unsignedlnteger (16),
locationVelocity array of three 32 bit velocities in meters/secondI

-A Tank
when (vehicleClassTank) tank sequence {
appearance unsignedInteger (32)-meanL-ig dependent on

vehicleClass,
guises VehicleGuises - two 32 bit object types,
markings VehicleMarkings - character set (8) and 11 char (8),
capabilities vehicleCapabilities (32),
engineSpeed unsignedlnteger (16),
locationVelocity array of three 32 bit -velocities in meters/second,
turretAzimuth angle (32),
gunElevation angle (32)

2
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The following paragraphs will summarize our reasoning for suggesting such a format. We will
primarily investigate the reasons for changing the original format layed out in the July 31, 1989
"The SIMNET Network and Protocols" manual. We will begin by revisiting the 'angles vs rotation
matrixes" issue we looked at in our last position paper. In that position paper we stated that two
vital abilities (time correction and extrapolation/dead reckoning of heading, pitch and roll) were lost
by sending a rotation matrix. We would like to restate this as these two abilities would not be
practical in a typical* CIG if a rotation matrix were sent. Since it is possible to do time correction
through the creation of another matrix and the subsequent matrix multiply of the two. Dead
reckoning could also be done by sending an incremental rotation matrix in the PDU and
multiplying it against the positional rotation matrix for incremental updates. The reason we
contend that time correction and dead-reckoning would no longer be practical in a typical CIG is
that the typical CIG front end does not deal with matrixes at all. In general CIGs time correct and
extrapolate/dead reckon with Euler angles and pass these updated angles to specially built
hardware, which creates the rotation matrix and uses it accordingly. For most CIGs to work with
a rotation matrix coming over a network, the host would have to change the rotation matrix back
into angles and send them to the CIG as angles to be manipulated. The McDonnell Douglas
experience with SIMNET and the Paragon CIG is an excellent example of the difficulties added by
sending a rotation matrix.

Another point which has not been raised as yet is the ability to do simple extrapolation of heading,
pitch and roll, from previous positional data, without the use of a velocity. This is another
common practice which would be impractical with a rotation matrix.

The ambiguity of Euler angles, was mentioned in the Jan 1990, NSIA conference as a reason to
send a rotation matrix. This point is obviously not valid, since these ambiguities have been solved
by airplane hosts for years. krother point raised in the conference was that of defining a different
vehicle class for sending angles and leaving the tank vehicle class with the rotation matrix. This
point is also not valid since any particular CIG would still have to be able to deal with a rotation
matrix if a tank were within its field of view.

In short, we feel that sending a rotation matrix to a CIG that was built to deal with matrixes in the
front end, is probably efficient and practical, but since most CIGs are not capable of practically
dealing with matrixes and SIMNET is seeking to become a standard, we believe it should be able
to be used practically by off the shelf CIGs.

The second proposal from our first position paper, to only send non-dynamic data when it is
necessary was also discussed at the conference. Three reasons were given for leaving these fields
in the vehicle appearance PDU: 1) An increase in the size of a packet did not noticeable affect the
throughput (number of packets delivered per time period) in an Ethernet environment. 2) Sending
the ron-dynamic data separately would add a level of complexity to the protocol. 3) The limits of
the network are not even being approached and higher performance networks are on the horizon.
Reason one is not acceptable, since in a token ring network the throughput (number of packets
delivered per time period) is directed related to the size of the packet. Reason two is also mute,
since the MCC will most likely be sending information about the state of the database to activated
vehicles, and could easily add the non-dynamic data about each active vehicle to this information.
Reason three is an interesting point but does not give any reasoning for making packets larger than
they need to be. We believe the ultimate limitation of SIMNET will be in network throughput.

*every CIG known to the author except for BBN's.
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We wili now look at the changes proposed for the general format of the vehicle appearance PDU.
We propose that only those fields which are general enough to apply to any vehicle should be
incorporated into every vehicle appearance PDU. We contend that only the following fields meet.-this criteria.

vehiclelD - some mechanism must be available to identify a vehicle
vehicleClass - needed to relate the format of the PDU
location - every vehicle's origin must be located somewhere
rotation - every vehicle must have an orientation
timeStamp - needed for time correction
force** - every vehicle is either on one side or the other

We believe the following fields do not meet the criteria for the following reasons:

guises** - not all vehicle classes will have guises.
appearance - meaning should be dependent on the vehicle class (32 bits is not

enough bits to cover all appearances of all types of vehicle classes),
and some vehicles might only have one appearance.

markings** - not all vehicles will have markings (Dismounted Infantry, camouflaged
vehicle, stealth vehicle).

capabilities** - meaning should be dependent on the vehicle class (32 bits is not
enough bits to cover all capabilities of all types of vehicle classes), and
some vehicles might only have one capability.

engineSpeed** - not all vehicles will have an engine (DI), some might have two (F16).

The benefits of this type of format are that only applicable fields to a vehicle class are sent and
more flexibility in the sizes and meanings of the fields under each vehicle class is available. For
example, if a certain vehicle class has more than 32 abilities/appearances, this format could easily
accommodate the vehicle, where the other format would be trying to put the abilities/appearances of
all types of vehicles into just 32 bits. The marking field is another field where flexibility will be
very beneficial. Some vehicle classes might need 20 characters, and 2 symbols not in the ascii
character set (e.g., markings on the sides of aircrafts). The current format could not handle such a
case.

In summary, we feel this format is more practical to the typical CIG, uses the network more
efficiently, and handles the expanding needs of SIMNET more gracefully than the current format
of the vehicle appearance PDU.

**non-dynamnic field
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Steve Seidensticker
Logicon, Inc.

There are five areas of basic data representation that must be
addressed in the Defense Simulation Interoperability Standard
(DSIS). They are FloatingPoint Format, String Variable Format,
Byte Ordering, EnumerationRepresentation, and Angle Representation.
Each is treated separately below:

Floating Point Format

The IEEE has established a floating point format for representing
realnumbers. This format has been adopting by virtually all.
computer designers. It has become the standard for representing
real numbers in all computerinstruction sets developed in the last
ten years. This includes all thericroprocessors that have been
developed in that time (e.g. Motorola 68000 series, Intel 80x86
series). This format has also been adopted by all the RISC
(Reduced Instruction Set Computers) designs. However, there are a
number of older instruction sets still being used by the
traditional minicomputer vendors (Digital, Encore, Concurrent) in
current products that use proprietary floating point formats. The
use of these computers in simulators adhering to this standard will
require the translation of variables in these floating point
formats to the format identified by this standard.

Recommendation:

That the DSIS adopt the IEEE floating point data representation
standard as the standard for representing all real values flowing
between simulators.

String Variable Format

There are three basic considerations for the standardization of
string representation.

The first is the representation of the characters themselves. The
American Standard Code for Information Interchange (ASCII) has been
universally accepted by the computer industry as the means for
representing alphanUmeric characters within computers. There are
virtually no other means in current use for the DSIS to consider.
But, for the sake of completeness, the DSIS should include a
statement adopting the ASCII standard for alphanumeric character
:epresentation.

The second consideration in representing strings is the order in
which the characters appear in the message. In modern computer
designs, in which each byte of memory has a separate address, this
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i0 Tboi a problem. Hoev r i, many older systems- use a 16-bit or
larger word as the basic addressed element. This gives the
software components of the system several choices in how ASCII

characters are packed into a word. Some companies have chosen to
put the first character of a sequence into the lower order portion
of the word and other companies have chosen the opposite method.
The result is that when a string variable is transmitted as part of
an intersimulator message the character sequence may not be what is
expected by the receiver. That is, the string "ABCD" may appear in
the message as "BADC".

The third consideration in representing strings is the method of
determining when the string ends. There are two popular methods
for this. The first uses the first byte of the string variable
itself to hold a count of the number of characters in the remainder
of the string. The advantage of this scheme is that the length of
the string is readily available. The disadvantage is that the
maximum length -f a string is limited to 256 (the maximum value
that can be represented in a single 8-bit byte). The other popular
method uses a unique value (non-ASCII) to mark the end of the
string. This has the advantage of defining a string variable of
virtually any length. The disadvantage is that processing software
must search the entire string for the special end-of-string marker
to determine its length. Neither of these methods has found
universal favor. The HAVE MODULE(formerly MODSIM) program has
dealt with this issue and has defined astandard regarding it.

Recommendation:

That the DSIS adopt the standard(s) established by the HAVE
MODULEprogram for the representation of strings in intersimulator
messages.

Byte Ordering

The order in which bytes are transferred between the main memory of
acomputer and its CPU registers differs between computer
manufacturers. One order, generally referred to as "Big Endian",
puts the lowest addressedbyte of a series of bytes that make up a
single variable in the mostsignificant position in a CPU register.
In a "Little Endian" system the lowest addressed
byte occupies the least significant portion of the CPU register.
This is a hardware issue and must be resolved before a Big Endian-
system can exchange information with a Little Endian system in real
time. Motorola, a dominant company in current CPU designs, uses the
Big Endian mechanism. Intel uses the Little Endian method. Both
SIMNET and the HAVEMODULE programs have adopted the Big Endian
standard due to the fact that both use Motorola CPUs in their
computers.

Recommendation:

That the DSIS adopt the Big Endian (Motorola) standard for internal
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Enumeration Value Representation

Several modern programming languages (including Ada) make extensive
useof enumeration variables. For example, one can define a
variable called Color and the values it might hold can include
yellow, green, blue, etc. The way that the values are actually
stored and transmitted in messages are via a series of numeric
values with one value representing each enumerated value. These
values are assigned generally in the order in which the enumerated
values are listed when the variable is defined (e.g.
yellow=l,green=2, blue=3, etc.) Differences occur in the way the
list is normalized(e.g. does is start with zero or one) and how
many bytes each value occupies. A 1-byte enumeration variable can
only have 256 values. The HAVE MODULE program has dealt with this
issue.

Recommendation:

That the DSIS adopt enumeration value representation
standard(s)established by the HAVE MODULE program.

Angle Representation

Several papers at the DSIS January 90 conference proposed the use
of floating point variable to hold angular values. One paper
(Robert Glasgow) proposed an integer method generally referred to
as BAMs (Binary AngleMeasurement). The floating point format is
straightforward and is readily understood by most programmers.
BAMs are nct widely used and require an hour or so of instruction
on their use. The difference is in the efficiency of resources
used by the two methods. A 32-bit floating point value
representing latitude and longitude is not accurate enough to
express position in a DSIS scenario. A 64-bit floating point
variable is overkill. Latitude and longitude expressed in a 32-bit
BAM, however, will permit expression of position at the equator to
about one centimeter. The difference in the efficiency is due to
the fact that not all bits in a floating point number are always
available to represent values.

Angle values are very prevalent in modern vehicle simulation (e.g.
lat/long,pitch, roll, yaw, pitch/roll/yaw rates, pitch/roll/yaw
accelerations, controlsurface deflection, gun elevation/azimuth,
etc.) . Their efficient transmission and processing will have major
impact on communication bandwidth and computer resources required.

Recommendation:

That the DSIS program undertake an in-depth analysis of the
differentmeans of expressing and processing angular values before
establishing astandard representation of them.
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'lic Stanciardization of Protocol Data Units
for interoperability of Defense Simulations

INTRODUCTION

The SIMNET program has been a pioneer in "multi-interconnected-
simulator" training for the army. As the benefits of this training
have been realized a recognition of the need for more training of
this type has become more prevalent in the past few years. In an
attempt tc anzwer this need, a standardization process has begun in
order to keep the development of these trainers in line with the
growth in technology and to allow greater interoperability of
simulations.

STANDARDS IN PROCESS

Standardization of networking protocols has been going on for
nearly 15 years and much progress has been made in that time. One
of the most well known results of this process is the Open Systems
Interconnect Reference Model (OSI) developed by the international
Organization for Standardization (ISO). This paper will make use
of this model in order to discuss protocol standards. The model
consists of seven layers, each with its own function for
communication between two applications. Since this model is well
documented (see [1],[2] and others) the specifics will not be
repeated in this paper. In spite of the time spent on the
standardization process, many different protocols exist. The ISO
recommendations are not universally accepted, as the number of
different computer architectures that are in existence would point
out.

Therefore, to assume that a standard protocol suite** can be
defined for interoperability of defense simulations, within the
next few months, is assuming far too much. However, serious
consideration needs to be made toward that end in the near future.
It has been recognized that simulation needs have been identified
to a point where a protocol standard can be developed for the
highest layer (or layer 7 - the application layer, of the OSI
model). Standardization of other layers would proceed from there.

**A protocol suite is a group of protocols where each protocol
represents a particular layer of the computer architecture.

OUR MISSION

The current mission at the Institute for Simulation and Training
(IST) is to develop a standard for Protocol Data Units (PDU) on the
application layer only. This is the standard that will be
presented in late May this year. The Simulation PDU's of the
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SIMNET protocol will be considered a baseline for this effort.
Other PDU's (Association PDU, Data Collection PDU) will be examined
as well. In addition to the SIMNET protocol, position papers
presented at the January conference and papers received by IST
since then will also be considered.

FUTURE WORK

It is clear that there are many more issues concerning
iiiteroperability that need to be addressed in the near future.
issues concerning network architecture, terrain database,
timestamping, and semi-automated forces are a few of the topics
being considered for future work at IST. Eventually decisions will
need to be made concerning needs for standards in these areas as
well. Meanwhile, development of application layer protocol will
proceed with an eye upon these other issues.
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1.0 Executive Summary

Within the interactive simulation community debates are occurring
as to what impact the Distributed Simulators Architecture (DSA) [i]
and its suite of open protocols will have on the overall
performance of simulator to simulator communications. This
position paper will address those concerns as well as describe
transport layer options for DSA. A transport layer communications
service provides an end-to-end logical connection between devices,
independent of the underlying physical network. Essentially what
this means for interactive simulation is that a standard transport
mechanism will provide an end-to-end data path between simulators,
regardless of the physical network interconnecting the simulators.
Thus, a local area network (LAN), such as Ethernet, or a wide area
network (WAN), such as a mesh of 56 Kbps links, will use the same
protocol suite down to the network level. To be useful in DSA, and
hence applicable for the interoperability of defence gi1ators,
the selected transport protocol must support a high performance
multicasting datagram service, not common to all transport
protocols. For example, most transport protocols provide a
one-toone reliable data stream between interconnected network
entities which creates excessive processing and connection
establishment overhead. Broadcast communications schemes are not
appropriate either since all simulators on a network are required
to participate in the same exercise. As a result, a multicast
communications service, which provides a one-to-many transmission
capability yet will also support multiple simulation exercises on
a single network is required. A connectionless datagram service is
also necessary because when a simulator transmits a PDU it does not
expect an acknowledgement response from each of the receiving
simulators, significantly reducing the traffic on the network.
This is considered an unreliable service but is used to provide the
necessary performance.

This paper will present three alternative transport layer protocols
which could be incorporated into DSA. The actual selection of the
transport layer protocol should only be made after thorough
experimentation and testing.
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2.0 Introduction

The need for high performance multicast transport layer services to
support distributed systems is not unique to networking defense
simulators. This is advantageous since many years of extensive
research are directly applicable to the needs of the interactive
simulation community. This paper presents the requirements for a
suitable transport mechanism and introduces several transport
protocols which are viable alternatives.

3.0 Overview of Transport Layer Services

The transport layer provides an interface between the higher laye:
end-to-end services and the (inter)network environment below. The
transport layer provides a transition from the implementation
specific subnetwork communications to process-to- process
communications which will occur among interconnected simulators.
The transport layer is a fundamental building block for
(inter)networking interactive simulators.

Many popular standard transport protocols exist, but few address
the needs of DSA. The following section details these specific
needs.

4.0 Transport Protocol Requirements

To be a viable transport mechanism within DSA, the protocol must be
high-performance. This is extremely important. However, a number
of additional goals must be met as well. The transport layer
protocol of DSA must be capable of multicast, so that selected
groups of simulators can interact and not interfere with various
other interacting simulators on the same network. In addition, the
transport mechanism must provide datagram service. A datagram
service is an unreliable transport scheme where messages are
transmitted and no response is expected from the receiver as to
whether the message was received without error. In interactive
simulation, through the use of dead reckoning, some amount of
message loss can be tolerated; however, if the number of lost
messages or messages received in error become extensive, the
simulation can be severely hampered. In addition, a LANs data link
control (OSI layer 2) mechanism provides extensive error control
which significantly reduces the probability of a transport layer
error.

5.0 Protocol Performance

Their are those in the interactive simulation community who feel
that DSA, and its suite of open protocols, will have a large
performance impact on simulator to simulator communications. Much
of this concern centers on the size of the application layer
potocol data units (PDUs). As it turns out, the length of the
PDU, which includes protocol headers and aser information, is not
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t Ilei I 1i- it in(i perI(mawco crtr i Ia ol a r Is tht'r - u-,21 lis at or very near saturation. in addIit ion, protocol processing of
a transport service is not the major source of processing overhead
either 72]. The actual source of the performance overhead is the
host processors operating system. In order to process an incoming
packet, the operating system must accept an interrupt, allocate
buffer space. free the buffer space, restart the I/O device, wake
up the processes which handle the packet processing, and reset a
timer. The major overhead in processing the packet is that
associated with actually manipulating the octets. This would
include calculating checksums, separating the protocol header from
the data, and copying the information from the I/O device to
internal memory. For TCP, the typical operating system overhead is
seven times higher than the protocol processing. As this suggests,
unless the host operating system handling the incoming data is
optimized for this activity, it doesn't matter what protocols are
selected; the overall communications performance will not be
optimum.

6.0 Alternative Transport Protocols for Consideration

It is extremely beneficial to select an existing transport protocol
rather than creating one specifically for DSA. The reasons for
this are numerous. Widely available transport protocols have been
tuned to increase their performance. Also, when a protocol enjoys
a wide installation base it translates into lower cost for
equipment, and there is no need to form a standardization community
for a unique transport layer. Finally, as technological
advancements occur in transport layer services, these could be
easily incorporated into DSA.The following paragraphs lists three
specific transport protocols which warrant further investigation.

6.1 Versatile Message Transaction Protocol (VMTP)

VMTP, developed at Stanford University by David Cheriton, was
originally designed to support remote procedure call (RPC) and
general transaction-oriented communications [3] [4]. In addition,
VMTP provides distributed real-time control with prioritized
message handling, including datagrams, multicast, and security.
Another advantage of VMTP is naming of transport-level endpoints.
This facilitates process migration, mobile hosts and multi-homed
hosts. VMTP has curcently been implemented in the Internet
protocol stack but it's specification has been forwarded to ANSI
for consideration as an international standard. Figure 1 depicts
how VMTP would integrate into DSA.

6.2 Xpress Transfer Protocol (XTP)

XTP was designed as a high-performance transport mechanism to be
used on the new high speed LANs such as FDDI, 16-Mbits/s token
ring, and broadband ISDN [5]. Benchmarks conducted on XTP at the
University of Virginia indicate that in requires five to ten times
less processing power to attain a given transmission speed that
protocols such as TCP/IP, Transport Class 4 (TP4), or Xerox's XNS.
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This performance gain can be attributed to the fact that XTF is
implemented on a snip rather than in host-based software. In
addition, XTP will support a reliable datagram multicast scheme.

XTP has been officially proposed to ANSI committee X3S3 for
inclusion as an OSI standard at layers three and four of the OSI
model. Figure 2 depicts how XTP would be incorporated into DSA.
Note that Ethernet is not listed an optional LAN protocol. The
creators of XTP have recommend to ANSI that XTP only be used over
high-speed LANs such as FDDI or 16 Mbp/s Token Ring.

6.3 IP Multicasting

IP multica ting has its roots in the Internet community, which is
the same gro.p who developed TCP/IP. IP exists at or above the
network layer but it is not a transport layer protocol. It is
often referred to as layer three and a half. Thus it is recommend
that IP be considered in combination with the transport layer
services of User Datagram Protocol (UDP) [6]. IP multicasting is
defined as the transmission of an IP datagram to a host group. A
host group is defined as zero or more hosts identified by a single
IP destination address. A host may join or leave any particular
host group at any time.

Internetwork forwarding of IP multicast datagrams, very important
for distributed simulation over long haul communications
facilities, is handled via multicast routers. A host transmits IP
multicast datagrams as a local network multicast (much like the
SIMNET protocols currently do). If the datagram has an IP
time-to-live greater than 1, the multicast router(s), attached to
the local network, take responsibility for forwarding it towards
all other networks that have members of the same destination group.
Those other member networks which are reachable within the IP
time-tolive have an attached multicast router which completes
delivery by transmitting the datagram as a local multicast.
Figure 3 depicts how IP multicast would be integrated into DSA.

7.0 Transport Protocol Working Group

The charter of the Transport Protocol working group is to achieve
a consensus as to the transport mechanism for DSA. The transport
protocol would be selected based upon research and experimentation.
The selected transport protocol would be documented in a report and
forwarded to the DSA executive committee for review and comment.

8.0 Conclusions

An adequate transport layer service is required for open
interactive distributed simulations. Much research and
experimentation is required before a transport protocol can be
selected for DSA. Three viable options have been explained in this
paper. It should be remembered that work can progress on defining
the transport layer protocol concurrently with defining the
application protocol for DSA.
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Protocol Layering implications on the Standardized PDUs for
Interoperable Simulation

INTRODUCTION

The objective of the Workshop on Standards for the
Interoperabifity of Defense Simulations is to determine a
standard PDU format which is verstatile enough to
interconnect the variety of DoD simulators for tactical
training applications. The standards comrmittee has selected
the DARPA funded SIMNET PDU format as a baseline. The SIgnET
protocol currently is being used in the SIMNET program which
encompasses the architecture and development of an
interoperable simulation system. For the SIMET program, BBN
designed a network architecture of the SIMNET protocol laying
directly on top of the Ethernet protocol. It should be noted
that the SIMNET PDUs NOT the SIMNET network architecture is
the baseline for the standardization process. In determining
the standard, we should concentrate on the PDU format and not
try to specify any architectures.

CURRENT STANDARDIZATION PROCESS

In specifying the PDU format, the Interface subcommittee
should define a standard which exists as an application layer
in the seven layer ISO OSI model. Because of the uniqueness
of DoD's requirements for real time distributed training,
there is a need for a standard PDU format for the application
of tactical training, which currently does not exist. Using
the ISO OSI reference model, the application layer is the
highest layer protocol in the seven layer scheme. Below the
application layer exists the presentation, session,
transport, network, data link, and physical layers. Each
layer provides a function that the upper layers can use in
order to communicate information across the network. Between
each pair of adjacent layers there is an interface which
defines services that the lower layer offers the upper
layers. The set of layers and protocols is called the
protocol suite. As mentioned, our purpose is to determine
the standard PDU format NOT to determine a standard protocol
suite by which all future trainer systems will be specified.

As defined by the ISO OSI reference model, the content of the
application layer is up to the individual user. The standard
PDU format is needed in order that users on a distributed
training system can communicate. Since we are only
determining an application layer standard, the standard PDU
format should have no field or requirement dependencies on
existing protocols in the ISO OSI protocol suite. It is up
to the designers of the respective training systems to
determine the network architecture. As noted in the
committee disc' sions, latency through the ISO OSI layers can
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be a detriment to the performance of a real time distributed
training system. But determining which layers are needed
wnen trading between services and latency is up to the
designers of the particular system. For instance, BBN chose
to design a system which has the application layer protocol
interfacing directly to the Ethernet protocol. Sometime in
the future the standards committee may have to work on a
standard protocol suite to satisfy real time training. But
that is up to the committee members, and is beyond the scope
of the current standards process.

FUTURE CONSIDERATIONS

Even though we are determining the application layer and not
the network architecture, some significant consideration
should be noted on the possible effects of layering when
interconnection between multiple networked training systems
is required. For a distributed training system, the main
objective is to communicate the data as quickly as possible
in order to minimize latency effects on the training. Thus,
the network designs will consist of the minimum amount of
layers in order to communicate the data. But some layers
provide communication services which could be very useful.
For instance, protocols in the network layer provide routing
capability which could be useful in filtering information
across the gateways. Also, when trying to interconnect
different distributed training systems, communication between
different network architectures will be an important design
issue. Possibly, after the standard PDU formats have been
completed, the DoD would desire a standardized network
architecture as in the Navy/Industry SAFENET standardization
process, which has a full seven layer ISO-protocol suite and
a parallel lightweight protocol suite.

To allow two distributed training systems to communicate with
incompatible protocols, intelligent gateways are required.
The function of the gateway is to convert packets from one
protocol to another; however, the conversion process can be
time consuming and is a potentially significant factor in

message latency. There are various designs of gateways just
like there are various designs in network architectures. The

complexity of the gateway is dependent on the network
protocols which the gateway is specified to interconnet. By
specifying a standardized protocol suite, the DoD would have
some control over the complexity of the interoperable
training systems.

As mentioned, interfaces define services that the lower
layers offer the upper layers. The interfaces act as access
points between adjacent layers. For example, a Media Access
Control sub-layer(MAC) provides the interface between the
Logical Link sub-layer and the physical layer. The physical
liy,r provides actual communications, and the upper layers
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virtual communications oetw.:,-er tht- rachimes
t-an~ssion,; the upper layer adds an hecr c cortn t-"n
control information used by a protocol at each respective
layer. At the receiving node, the headers are strippedi off
as the data is moved up the layers. The headers for the
layers below do not reach the upper layer. The headers
contain service access points which provide a lin: between
the lower and upper layer. This method usually means that
like layers of a protocol suite on one node communicate with
like layers of the same protocol suite on another noce. in
example of how messages are communicated between the .y.'
is shown below.

Appl ication iM
6/7 interface

Presentation IH71MI
5/6 interface

Session IH6 N71M
4/5 interface

Transport IH51H6IH71Mj
3/4 interface

Network IH41H51H61H71M
- 2/3 interface

Data Link 1H31H41H51H61H7!M
............- 1/2 interface

Physical 1H21H31H41H51H6 1H71MI

I Physical Medium

ISO OSI Layered Architecture

Currently, SIDTET interfaces directly to the Eth,rr,:'. l.,.
format which consists of a header, data, and traiior, a7.
shown below. The header is a media access point to th,
physical layer.

<------------ Header ------------------ ><--Data---)<-Trailer->

64 bits I 48 bits I 48 bits 1 16 bits I variable I 32 bits

Preamble Destination Source Type Data CRC
Address Address

Ethernet Frame Format

S does not make use of any other standard protocols,
since the Appearance PlTT; I i.e directly on top of the Ethernet
frame format.
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The IEEE Project 802 has been working actively on the
development of a Local Network Standard. While working in
!1 Lott :;_ tw Lyers - Physic ! =d Data Li Project 802
has divided the Data Link Layer in to the Logical Link
Control Sublayer, responsible for the usual link control and
logical connection, and below it, the Media Access Sublayer,
concerned with a station's physical access to the link. As
noted, SIMNET only uses the Media Access Sublayer. Logical
Link Control provides a uniform Data Link service to the next
layer, so that the upper layer is not affected by the
distinctions among the different LAN types. For example, the
802.2 Logical Link Control layer above IEEE 802.3 uses a
concept known as Link Service Access Point (LSAP) which uses
a 3-byte header:

IDSAP I SSAP I Control I IEEE 802.2 LSAP

Due to the growing number of applications using IEEE 802 as
lower layers, an extension was made to the IEEE 802.2
protocol in the form of the Sub-Network Access Protocol
(SNAP). It is an extension to the LSAP header above, and its
use is indicated by the value 170 in both the SSAP and DSAP
fields of the LSAP frame above.

3 bytes I 2 bytes I IEEE 802.2 SNAP

protocol ID EtherType
or org. code

Most LANs in the future will have a LLC header included by
the LAN adaptor interface card. Also, CCITT, ISO, ANSI, and
IEEE are studying a proposal of adding the IEEE Project
Standard to X.25, which would provide a homogeneous gateway
solution to the problem of linking and interfacing LANs with
WANs.

Even though other LANs require LLC headers to communicate to
the physical medium, there are commercial bridges which
interface the MAC header to the LLC header for different
LANs. For example, IBM has a Local Area Network Bridge
(8209) to perform a Token-Ring to Ethernet conversion and
vice versa. The Token Ring contains an LLC header while the
Ethernet does not contain the 802.2 LLC header. In this
conversion, the routing information (RI) and the destination
service access point (DSAP), source service access point
(SSAP), control (CONT), and protocol ID contained in the
subnetwork access protocol (SNAP) header are extracted from
the token-ring frame and discarded. The destination address
(DA), source address (SA), and information field (TYPE and
INFO) are copied into an Ethernet frame and sent to the
Ethernet LAN. In the conversion from an Ethernet frame to
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.....en-ring frame, the destination address (DA), source
address (SA), and information fields (TYPE and INFO) are
ved int, LL, 2.pectivc ficlds at tore., iLg Zme. one

8209 then retrieves the source routing information associated
with the token-ring destination address and inserts these
fields and the fixed hex values AA AA 03 00 00 00 (SNAP
header) representing the DSAP, SSAP, control and protocol ID
fileds into the frame, before sending the frame to the token-
ring LAN.

Token-Ring Frame Format
...........................................................

ISDIACIFCIDAISAIRIIDSAPISSAPICONTIPIDITYPEIINFOIFCSIEDIFSI
...........................................................

I Insert/ I
Discard I

IPREAMBLEIDAISAI ITYPE1INFO FCSI

Ethernet Frame Format

Although the 8209 Local Area Network Bridge performs a
conversion between Token-Ring with an LLC sublayer and
Ethernet without an LLC sublayer, we are unsure whether there
are commercially available bridging products for all other
standard networks, present and future. By providing an LLC
header requirement in the future standardization process for
interoperable simulation, the training application standard
protocol can use standards specified by Project 802. Also,
the LLC header provides functions which are very useful to
the distributed training application. For instance, the
receiving simulator could check the LLC Destination Service
Access Point to see which application PDU is being sent, and
filter frames of information, if the LLC is on the adaptor,
before they are accepted by the host processor. This
filtering could alleviate processing by host simulators and
gateways. Although the effects of the additional latency by
the LLC sublayer has not be studied, we believe the latency
of the LLC sublayer should be nominal. Thus, the LLC
sublayer can provide an important filtering capability,
ensure commercially available bridges and gateways to
interface future network architectures, and does not
detrimentally degrade the performance of the network for
distributed training.
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(Crrinunicating (ChangC to a Simulated World
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At the January conference on Standards for the lnteroperability of
Defense Simulations, discussions regarding the SIMNET Database
Interchange Specification (SDIS) [1,21 and the Generic Transformed
Data Base (GTDB) format, developed under Project 28511, suggested
that these two representations are viewed as being in competition as
database interchange standards. Rather than frame the issue as a
choice between an SDIS format and a GTDB format, this paper
proposes to first look at the needs for exchangin,, terrain information
that are likely to arise in distributed simulations and then describe
what an interchange standard could do to help meet those needs. A
suitable interchange standard might combine aspects of both the
SDIS and GTDB approaches.

Distributed simulations will present a particular challenge in
communicating changes after the terrain database has beer released,
perhaps in SDIS or GTDB formats, and implemented on individual
simulators. Two types of changes can then occur in the field.

The first type of change is the incremental changes, or updates, that
arise when the simulated world is modified by adding features and
attributes or by correcting anomalies. These changes take place
offline prior to an actual simulation exercise. The more widely a
terrain database is used in various training activities the more likely
it is than incremental changes will be necessary to support evolving
training objectives.

The second type of change is the dynamic changes that occur during
a simulation exercise when an individual simulation module induces
a change in the simulated world, for example, through some type of
weapons effect or combat engineering operation. Although dynamic
changes are temporary (for the duration of the exercise) they must
be communicated across the network in a coherent and efficient
manner. The ability to realistically model dynamic changes to the
terrain is particularly important in simulations involving grouno
fighting units. Managing dynamic change within a simulation

Project 2851 Program Officc, the Dcpuiy for Training Systems, Acronautical
Sysicnis Division (ASD/YW), Wrihlt Paticrson AFB, Dayion Ohio.
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ilh. ffulCU~tY in communilcating chlange in distributed simulations
aI iSCs 't cause the players have their own "views" of the simul;,Cd
world. These views are tht internal representations of the world
ihat reside in the specific imulation application databases (e.g. for
tanks, aircraft, semi-automated forces, etc.). These separate views
must bc correlated to a ,sufficient degree that the participants believe
they are interacting in the same world. When changes take plarn, a'
with any distributed database system, the distributed simulation
cevironment must provide a mechanism for insuring the consistency
and completeness of the database. Because the participants can be at
widely separated locations (linked, for example, via long-haul
networks) the network w-ay be the most efficient way of exchanging
this information.

It seems unlikeiy that coherent change can be managed without a
representation of the "objective" simulated world to serve as a
reference model. Meaningful change needs to be communicated in
terms of (and measured against) the reference model. Incremental
updates could be provided for various application databases, for
example, in GTDB formats. However, to insure that the application
databases are interoperable with one another, any changes that are
implemented must be correlated with the reference model. To
handle dynamic change each object that can be affected must be
capable of being identified so that the change can be communicated
unambiguously over the netvork. The reference model will
probably need to have unique identifiers for those potentially
changeable objects.

The exchange model developed by P2851 provides for generic
alplication databases (the GTDBs) to be derived from a common data
source, the standard simulation database (SSDB). The SSDB appears
to comprise potentially all the data pertaining to an area. Without
some type of filtering and processing to insure consistency the SSDB
will likely not provide a consistent, self-contained model of the
objective simulated world. However, a complete high resolution
GT'II could be generated to serve as the required reference model.
Incremental changes to the GTDBs, together with updates to the
relcrcnce model, could then be communicated to widely separated
,imulator sites. In its present form the P2851 exchange model does
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The SIMN-T Database Interchange Specification was designed to
provide simulation applications with a complete description (the
reference model) of the simulated world. The SDIS representation is
architecture-independent and defines the contents of current
SIMNET databases. SDIS provides identifiers for all objects in the
database. These identifiers could be used for communicating changes
on an object basis. The SDIS structures are defined using Abstract
Syntax Notation One (ASN.1). Basic encoding rules allow ASN.1
specified data to be represented for exchange over communications
networks. In fact, it is the potential for using the network as a
means of communicating changes to the database (both
incrementally and dynamically) that led to the idea of using ASN.1.
For similar reasons, the Canadian Government has undertaken a
project to develop an ASN.1 based cartographic format [3] for
exchanging information over networks.

In summary, managing change in distributed simulations will likely
require the use of a reference model to provide a consistent and
complete definition of the simulated world. Changes to the world
will need to be communicated in terms of the reference model using
object identifiers since changes must happen on the "real world" (not
inside individual simulators) and communicated at that level. The
network itself can provide the means for exchanging this
information. A database standard can support coherent change by
making the reference model available to the individual simulation
applications as the basis for correlating changes. The reference
model must also provide the unique object identifiers needed for
communicating changes.
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A). EXECUT'E SNLAR

DigitaLi proposes that the Simulator Internetworking Protocols adopt Little
Endian byte ordering for data. Little Endian representation is compatible
with a greater number of machine architectures.

2.0 II= ENDIAN BYTE REPRESENTATION

Bit 31 16 15 0

Word 2 Word 0 Longword 0

Byte 3 Byte 2 Byte I 1 Byte 0

Word 6 Word 4 Longword 4

Byte 7 i Byte 6 Byte 5 I Bte 4

• Least significant byte is at lowest address

• Word is addressed by byte address of least significant byte

Architectures compatible with Little Endian:

MIPSCO R2000, R3000, R60000, etc.
Intel 8086, 80286, 80386, iAPX
National Semiconductor 320000
Advanced Micro Devices 29000
Digital VAX and PDP-11

3.0 BIG ENDIAN BYTE REPRESENTATION

Bit 31 16 15 0

Word 0 Word 2 Long-word 0

Byte 0 [ Byte 1 Byte 2 1 Byte 3

Word 4 Word 6 Longword 4
Byte4 I Byte5 Byte6 1 Byte7

* Most significant byte is at lowest address

* Word is addressed by byte address of most significant byte

Architectures compatible with Big Endian:

Motorola 680x0, 88000
IBM 370
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4.0 RIATIONALE

Littlo Endian Byte Ordering is the appropnate selection for the applicatiOln
protoocol.

1. Byte ordering representation must be established for the application-
application data communications.

2. The byte ordering standard should support the broadest number of
hardware architectures to accommodate heterogeneous platforms.

3. The principal Big Endian architecture is Motorola. The byte ordering
scheme for the Simulation Internetworking protocols should not
embrace a single architcctu:c but should allow contractors to a choice of
processor architectures.
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Position Paper: SIMNET and HIMAD Weapon Systems

February 15, 1990
Richard P. Gagan

Raytheon Company T3LL21
50 Apple Hill Drive
Tewksbury, MA 01876

PATRIOT and HAWK are the Army's high to medium altitude air defense
(HIMAD) weapon systems. Connecting their simulators or training
systems to those of other weapon systems via SIMNET or DSIN could
support interactions such as coordination with friendly air units
for fratricide avoidance; defense of friendly ground forces against
ABT and TBM attack; engagement by hostile units during road march;
etc. Some of the interactions will require protocol (and possibly
database) extensions. The following list is preliminary and not
necessarily complete. Further study and definition of requirements
should be performed, and implications (bandwidth, etc.)
investigated.

SCALE

An order of magnitude increase, approximately, in gaming area and
in the number of simulated aircraft will be needed for fully
exercising a single HIMAD fire unit simulator or trainer. This
estimate is based on area of radar coverage and track load
capacity. For a tactical organization of HIMAD embedded trainers
(representing fire units at different sites, and their fire
direction centers) the scale requirements will be even greater.

RADIATE PDU

The present Radiate Protocol Data Unit may be adequate for
reporting information concerning each of the HAWK radars, except
for its limit of 33 illuminated target IDs. The Radiate PDU is
inadequate for PATRIOT's multi-function phased array radar, unless
a PDU is issued every time a target is illuminated (one may be
illuminated in search mode, the next in tracking mode, etc.) and
this could produce an unacceptable PDU load.

ECK PDU

An ECM PDU is needed for reporting jamming actions and their
characteristics.

IFF PDU
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An IFF PDU (or possibly one each for interrogation and response) is
needed for reporting IFF actions and their parameters.

AIRSPACE MANAGEMENT

HIMAD and friendly air units coordinate their activities by
allocating the air spatially and temporally. If the HIMAD and TAC
organizations participating in a SIMNET exercise extend to
sufficiently high level, exchange of coordinating information can
utilize tactical C3 channels. If no, airspace management
information may have to be added to the "terrain" database with
on-line changes via another new PDU.
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Position Paper:
Concerns on performing high fidelity ground vehicle engineering
simulations with the proposed standard protocol and PDUs.

Rosalind L. Spina
Chief Engineer, Simulation Laboratory
General Dynamics Land Systems Division
38500 Mound Road
Sterling Heights, MI 48310-3200

Introduction:

There are several issues that are of concern in the use of the
proposed standard protocol that could significantly limit the
usefulness of any system for high fidelity engineering simulations.
It is not the intent of this paper to propose solutions to these
short comings, but only to voice them as areas in need of further
thought and discussion.

Issues:

1. The SIMNET protocol does not include any protocol data units
for digital burst communication. The future growth of inter-
vehicle communication requires that map, map overlay, and echelon
information be transferred in digital burst communication via
radio. The protocol be flexible enough to handle this expanded
requirement of the standard communications.

2. Pre-calculated trajectory data for pi lectiles is unacceptable
for ground vehicle use. New projectiles require that the targeting
vehicle not only give the initial launch location and termination
location but also any other information required to calculate
different trajectory profiles. This becomes very evident when the
projectile. is a "smart" round or does not fall into one of the
normal trajectory paths.

3. The issue of determining hit and damage needs to be more
flexible. When vehicles or munitions are classified or do not
follow the norm for the system, hit and damage determination could
be significantly affected. A vehicle with counter-measures which
may have issued a decoy could be misread by the targeting vehicle.
Additionally, new types of ammo could do more damage than normally
expected. Hit and damage determination should be able to be
tailored to the exercise, vehicle, and ammo type.
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Response to "Position Paper on the Selection of a Global Coordinate
System"

C.S. Smyth and J. Burchfiel, BBN-STC Advanced Simulation Division

February 15, 1990

A. General Comments

The use of a local topocentric coordinate system (the previous
SIMNET standard) has been suggested (Ref. 1) as a possible basis for a
global coordinate system in distributed simulation. Careful examination
of that proposal confirms the notion that a topocentric system has
several admirable qualities when used as an internal simulator
coordinate system. Unfortunately, those local advantages would lead to
unacceptable difficulties if such a coordinate system were employed as a
global coordinate system.

Distributed simulations may involve any part of the region from
subsea depths to geosynchronous satellite orbit. Individual simulators
may represent areas ranging from small, possibly disjoint, surface
patches to the entire near- earth volume. A desired near-term
simulation capability is to conduct corps and echelon-above-corps
exercises involving 10,000 to 30,000 vehicles operating across the
entire European Theatre, thousands of miles in extent. Of course, the
vast majority of these vehicles will be provided by semiautomated
forces, not existing simulators.

A global coordinate system (e.g., that proposed in our previous
white paper, Ref. 2) is required to communicate position and derivative
information among the networked participants. The primary function of
global coordinates is to specify absolute position unambiguously. They
should do so with an economical use of space within packets and with a
low cost to convert to and from internal simulator coordinates. They
should also support low-cost conversion to common systems used for human
interface, such as the MGRS, UTM, UPS, and geodetic systems other than
WGS84. Accuracy of these conversions needs to be within a few meters
over an entire theatre, so that simulated navigation equipment (e.g.,
GPS, the Global Positioning System), correlates within its positional
accuracy to out-the-window views of landmarks identified on standard
maps.

In contrast, a local coordinate system must meet the requirements
of a particular simulator. The choice of a local system is a prerogative
of the simulator manufacturer. Different simulators use different
internal representations. In fact, many simulators use more than one
internal coordinate system to better handle the geometrical
relationships between the land surface, vehicles and their moving parts,
and the replicated geometry of standardized structures.

Unfortunately, any local coordinate system that meets the special
needs of a particular simulator (e.g., a topocentric system that makes
the vertical and the positive Z-axis nearly coincident near the origin
of the local area relevant that simulator) will impose three unnecessary
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(I) the erigin of each local tc-::centric system will have to be
known, by all participants (the origi. is implicit in a global system),

(2) the local system will have to be converted to a new local
system by all participants that do not share both a common proprietary
internal representation and an identical gaming area, and

(3) an arbitrary simulator cannot log on to the simulation unless
protocol extensions to describe the local system in use and a server to
provide this information are added to the network.

The use of a single geocentric Cartesian coordinate system avoids
these difficulties and allows a simulator to economically convert a
global position specification to a wide range of specialized local
coordinate systems.

B. Specific Comments on Accuracy of Coordinate Transformations

Seven coordinate transform equations are presented in Reference 1
which are claimed to "give precise results." Unfortunately, these
equations assume a perfectly round Earth, characterized by the single
constant "Rearth." In contrast, the WGS84 model of the Earth is an
ellipsoid flattened at the poles Dy about 1/3%. This results in changes
in surface curvature in the meridonal plane by about 1%, and differences
in curvature between the meridonal and prime vertical planes of up to
2/3%. Use of a round Earth coordinate conversion model (constant
Rearth) over a theatre-sized battlefield would result in unacceptable
differences (multiple kilometers) between landmark positions on 6tandard
maps and readouts from simulated GPS or other navigational equipment.

More precise conversion algorithms, such as those given in Ref. 2,
are required.

C. Conclusion

We recommend adoption of the Global Coordinate System described in
Reference 2.

D. References

1. Rich Soeldner, Naval Training Systems Center, "Position Paper on the
Selection of a Global Coordinate System", NSIA / DARPA / University of
Central Florida Second Workshop on Standards for Interoperability of
Defense Simulations, Orlando, Florida, January 1990

2. Jerry Burchfiel and Stephen Smyth, "Use of Global Coordinates in the
SIMNET Protocol, White Paper ASD-90-10", NSIA / DARPA / University of
Central Florida Second Workshop on Standards for Interoperability of
Defense Simulations, Orlando, Florida, January 1990

--------Jerry Burchfiel, (617) 873-3298

Jerry Burchfiel, (617) 873-3298
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SIMNET Protocols as a
Basis for Distributed Simulation Standards

Arthur R. Pope

BBN Systems and Technologies Corporation

February 14, 1990

Two recent papers by L. Michael Sabo ([1] and [2]) make several erroneous claims about
the SDMNET protocols, and about distributed simulation in general. The following

discussion identifies and examines each of those claims.

The papers [1] and [2] assert the following:

Erroneous Claim 1: The SIMNET protocols are proprietary to BBN.

The SIMNET protocols were developed for the U.S. Government, and they are entirely

Government-owned. BBN does not, in any sense, have a proprietary position in the
SIMNET protocols.

The U.S. Government has chosen to offer the SIMNET protocols as a basis for a
distributed simulation standard. The protocols are fully described in the report The SIMNET
Network and Protocols [3], which has been widely distributed. That report provides all
information needed to implement the SIMNET protocols, including a complete definition of
every bit communicated among simulators.

Erroneous Claim 2: "A specialized hardware protocol converter" is required to implement

SIMNET protocols.

SIMNET protocols can be impicmented readily using commercially available hardware.
Indeed, SIMNET simulators have been constructed from various platforms, including

personal computers and UNIX workstations. Some of these simulators have used
common Ethernet interface processors to carry out low-level protocol processing. The
implementor has many options without resorting to custom hardware.

Soir.. ;xisting simulators have been connected to SIMNET networks via protocol
converters or external processors. In these cases, additional hardware was used for
convenience. This approach ensured that (a) there would be minimal modification to the
existing simulators, and (b) the processing of SIMNET protocols would be contained in a
well-partitioned, and therefore reusable, module.

BBN Systems and Technologies Corporation
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Erroneous Claim 3: The SIMNET protocols are nwt based on an open commiunication

architecture.

By "open communication architecture", Sabo presumably means an architecture that
permits the interconnection of simulators produced by various manufacturers. The
SIMNET protocols am based on such an open architecture. Since the SIMNET protocols
are not private, and since no special hardware is required to implement those protocols, any
manufacturer can build a simulator for inclusion in a SIMNET network. Moreover,
because the SIMNET protocols are defined within the framework established by the ISO
Basic Reference Model for Open Systems Interconnection, those protocols can use
standard communication services, protocols, and products whenever they are available and
appropriate.

Erroneous Claim 4: The SIMNET association protocol is not an application layer protocol.

ISO International Standard 7498 [4] defines the Basic Reference Model for Open Systems
Interconnection, including the purpose of each of the model's seven layers. It says
(§7.1.4) that "the Application Layer contains all functions which imply communication
between open systems and are not already performed by the lower layers." In accordance
with this definition, the association protocof resides in the application layer, where it
provides functions not alrea1y -zrformed by the lower layers.

What are those functions that the association protocol provides? The functions include
some things typically found in session and transport layers, such as a mechanism for
blocking multiple messages into single transmissions and a mechanism for treating certain
messages as either requests or their associated responses. However, the association
service must differ from standard session and transport services in an essential way: it
must provide efficient delivery of data to multiple destinations.

Distributed simulation requires a communication service that can efficiently convey a single
message to multiple recipients. This form of communication, called multicasting, is used to
disseminate information about vehicles and events in the simulated world. There are some
inefficient ways of multicasting; one can, for example, transmit a separate copy of a
message to each of that message's recipients. However, it is important that multicasting be
performed efficiently since nearly all of the messages communicated in a distributed
simulation must be multicast quickly to all participating simulators. Fortunately, some
popular (and standard) local area network technologies provide efficient multicasting
services.

To date, ISO efforts to define standard transport and session services have focused on,
communication between a single pair of entities. ISO has not yet defined standard transport
and session services that provide multicasting. And even though a network service may

BBN Systems and Technologies Corporation
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provide multicasting, the overlying transport and session services provide no access to that
capability, thus rendering it unavailable. If one uses the existing, standard transport and
session services, one can only "multicast" a message by transmitting a separate copy to
each recipient. We have created an association protocol that can provide the needed
services in an efficient manner by taking advantage of a network service's inherent
multicasting capability.

Why is the association protocol defined as an application layer protocol, rather than as a
session or transport protocol? For the sake of efficiency, the association protocol has been
designed to include precisely those features necessary for the support of distributed
simulation. It contains some session-like featureQ, and some transport-like features. By
combining these features into a single package, the association protocol is able to
implement them in the simplest, most efficient manner. It is neither a complete session
protocol, nor a complete transport protocol, so it cannot correctly be called either. But
because it provides services not already available from lower layers, we have found it most
appropriate to view the association protocol as an application layer protocol. This view is
compatible with the Basic Reference Model

Erroneous Claim 5. The SIMNET protocols preclude use of standard transpor: and session
services.

In the previous section, we expiaineo why existing, standard transport and session services
were not appropriate for distributed simulation. The critical ingredient missing from those
services is support for multicasting.

However, the SITMNET protocols do not preclude the use of any transport and session
services, as long as those services include essential features such as multicasting. Work on
standard transport and session services continues, and some day those services will include
the elements needed for multicasting, in accordance with Addendum 2 (Multipeer Data
Transmission) to the Basic Reference Model [5]. When that happens, there will be no
architectural obstacles preventing adoption of the new services. The SIMNET protocols,
residing in the application layer, will be able to operate using the new, standard transport
and session services.

Erroneous Claim 6. The SIMNETprotocols are limited to using a particular network
technology (Ethernet).

The SIMNET protocols are not dependent on the use of any particular network technology.

The protocols are defined in terms of a network layer interface, which is completely and
concisely defined in the report The SIMNET Network and Protocols [3]. Today, there ae
available various network technologies that can provide the services required at that

dBN Systems and Technologies Corporation
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network laver interface. Ethernet and FDDI are just two of the technologics meeting the

stated requirements.

Erroneous Claim 7: The SIMNET protocols violate the OS1 Basic Reference Model.

The SIMNET protocols are defined in terms of the OSI Basic Reference Model. The ISO
International Standard that defines that model [4] states that, "the Reference Model serves
as a framework for the definition of services and protocols which fit within the boundaries
established by the Reference Model." This is precisely the manner in which the model has
been used in defining the SIMNET protocols. There are no areas in which the SIMNET
protocols violate this framework.

Please see Attachment A to this paper, a memorandum from Alex McKenzie to Duncan
Miller, for further discussion of the Basic Reference Model.

Erroneous Claim 8: Distributed simulation protocols should be defined and encoded using
ISO Abstract Syntax Notation One (ASN.1).

There are two parts to the ASN. 1 definition: a notation, or abstract syntax, for defining
daLt Lypeb, ,iul a irarWj'er syn;ax for encoding instances of those data types for
transmission. ISO International Standards 8824 [6] and 8825 [7] describe those two
components of ASN. 1. The notation and transfer syntax have been separated so that,
conceivably, the notation may be mapped to alternate transfer syntaxes. To date, only one
transfer syntax has been declared a standard by ISO; that syntax is called the Basic
Encoding Rules.

ASN. 1 is a good choice for many application layer protocols. It provides a powerful and
flexible method of describing and encoding elaborate data types. However, ASN. 1
transfer syntax is not well suited for applications where efficiency is of great importance,
such as distributed simulation. There are two reasons why SIMNET PDUs should not be
encoded according to the Basic Encoding Rules. First, under that encoding scheme those
PDUs would be considerably larger. Each PDU field and each group of fields would carry
additional bytes describing their length and type. As a consequence, for example, a Vehicle
Appearance PDU would grow from 132 bytes to about 215 bytes. Second, a significant
amount of processing is required to encode and decode ASN. 1 transfer syntax. ASN. 1
fields do not reside at fixed positions within their PDUs. An ASN. 1 field containing an
integer, for example, occupies one or more bytes according to the size of that integer. As a
result, the size of a field may vary among instances of the PDU, as will the positions of
subsequent PDU fields. Software must encode and decode ASN. 1 transfer syntax by
scanning each PDU from beginning to end while copying data to or from fixed format data
structures. In contrast, SIMNET PDUs are represented according to rules that make these

encoding and decoding processes extremely simple and efficient.

BBN Systems and Technologies Corporation
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It is especially important for real-time, distributed simulation that communicalrion among"
simulators be efficient. SININFT nodes must be able to receive and process hundreds
(perhaps eventually thousands) of PDUs per second. We believe that the use of ASN. 1
transfer syntax for distributed simulation protocols would significantly increase the cost
and complexity of simulators and their communication networks without providing
offsetting advantages.

Perhaps the ASN. 1 notation can be mapped to an alternate transfer syntax that emphasizes
conciseness of representation and efficiency of processing. Unfortunately, the present
ASN. 1 notation is closely tied to the particulars of the Basic Encoding Rul]es, embedding
details of how data types are encoded according to those rules. We hope that some day
there will be a standard notation with an accompanying set of encoding rules optimized for
efficient, real-time communication (perhaps an "ASN.2"). When such an "ASN.2"
becomes available, we believe it should be used for defining distributed simulation
protocols, provided it is appropriate.

Conclusion

The SIMNET protocols are defined in terms of the framework established by the ISO Basic
Reference Model for Open Systems Interconnection. Thus the SIMNET protocols can
make use of ISO-standard communication services and protocols that are both appropriate
and available.

There do not presently exist standard protocols at intermediate layers of the Basic Reference
Model possessing the features needed for distributed simulation. This does not prevent the
use of SIMNET protocols since they require only a network service, and that service can be
provided by various local area network technologies. Nevertheless, the SIMNET protocols
will be able to make use of appropriate standard protocols at the intermediate layers when
those protocols become available.

The SIMNET protocols can be readily implemented in a variety of ways using common,
commercialiy available hardware. All information required to do so is owned by, and has
been published by, the U.S. Government.
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MENIORANDUM

TO: Duncan Miller

FROM: Alex McKenzie

SUBJECT: The ISO Reference Model for Open Systems Integration

DATE: February 14, 1990

You have given me a :opy of a paper titled "Distributed Simulators Architecture (DSA)"
dated January 26, 1990, by L. Michael Sabo for review. You have asked me to comment
on Mr. Sabo's proposal to develop a Distributed Simulators Architecture which "will
follow the OSI model."

1. My Qualifications

As you know, I have been involved in the standardization of communication
protocols for opFn interconnection of heterogeneous systems for 20 years. I was a
member of the "Network Working Group" which defined the ARPA Network
Control Protocol (predecessor to TCP), Telnet Protocol (virtual terminal), and File
Transfer Protocol; I was the author of the document which officially defined the
first of these, and a co-author of the official documentation of the others. I have
been a member of the International Federation for Information Processing (IFIP)
working group on Architecture and Protocols for Computer Networks since 1973; I
served as Chairmaj, from 1979 to 1982 and as Secretary from 1982 to the present,
I was one of 4 co-authors of a protocol which IFIP submitted to CCITT and ISO
for consideration as an international standard, and I was active in the CCITT
working group that drafted the X.25 protocol. As an IFIP representative I was
present at the very first meeting of the ISO committee which was charged with
developing standards for OSI.

From 1981 through 1986 1 was in charge of a series of BBN contracts with NBS
(now NIS i' to assist in the development of US government positions on the
specification, design, and evaluation of protocol standards being established by
national (ANSI) and international (ISO) standards-making organizations. I directly
participated in the development of standards for the Presentation layer Gayer 6) of
the ISO Reference Model for OSI and, in fact, served as the chairman of the ISO
group responsible for the Presentation service and protocol (incliding ASN.1) from
December, 1983 through November, 1984. Additionally, I supervised other BBN
staff members working on ANSI and ISO standards for Network Layer, Transport
Layer, Session Layer, File Transfer, Vi'ral Terminal, and Formal Description
Techniques.

2. ISO's Basic Reference Model and OSI Standards

It is vital to understand the purpose of ISO in developing International Standard
7498 (the Basic Reference Model). The purpose is described in Clause 1, "Scope
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and Field of Application" which is so short it is Aorth reprducing here in its
cntiRty:

"This International Standard describes ihe Reference Model of Open Systems
Interconnection. It establishes a framework for coordinating the development
of existing and future standards for the interconnection of systems and is
provided for reference by those standards.

This International Standard does not specify services and protocols for Open
Systems Interconnection. It is neither an implementation specification for
systems, nor a basis for appraising the conformance of implementations."

In the first paragraph above, it is stated that the Basic Reference Model exists as a
framework for development of standards. ISO recognizes itself as the cognizant
standards-making body in this field. In other words, the Basic Reference Model is
intended for ISO's internal use. One might ask, if this is the purpose of the
Reference Model, why does it need the status of an International Standard? The
answer to that question is contained at the end of the first paragraph; it "is provided
for refer-nce by those standards," since those standards will best be understood
within the context of a self-consistant framework or model.

The second paragraph says what the Basic Reference Model is not. It does not
specify services, nor does it provide "a basis for appraising the conformance for
impiementatiors." There is no conformance clause in ISO 7498, as there is, for
example, in ISO 8823 (Connection Oriented Presentation Protocol Specification).
Thus, in a formal sense at least, it is meaningless to talk about whether some given
architecture does or does not "conform to the ISO Basic Reference Model" for Open
System Interconnection.

To put it a different way, one could invent an infinite number of "protocol stacks,"
each one of which meets the criteria given in ISO 7498; one could then argue that
each stack conforms to the Basic Reference Model. But doing this would in no
way meet the goal of ISO to provide" a small iiwber of practical subsets to
facilitate implementation and compatibility" [clause 0.1 of ISO 7498]. The
interconnection of systems will only be facilitated if they implement the same
protocols, not different protocols based on the same model. The GOSIP
"announcement section" [Federal Register, Vol. 54, No. 133, page 29598]
expresses this same concept as follows:

"GOS[P defines a common set of data communication protocols which enable
systems developed by different vendors to interoperate and enable the users of
different applications on these systems to exchange information. These Open
Systems Interconnection (OSI) protocols were developed by international
standards organizations, primarily the International Organization for
Standardization (ISO) and the Consultative Committee on International
Telephone and Telegraph (CCITT).... The primary objectives of this standard
are:

- To achieve interconnection and interoperability of computers and systems
that are acquired from different manufacturers in an open systems
environment;

- To reduce the costs of computer network systems by increasing alternative
sources of supply;"
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3. The "Distributed Simulators Architecture (DSA)" proposal

In section 4 of the DSA proposal, it is recommended that a DSA architecture which"will follow the OSI model" be developed. It is implied, although not actually
stated, that developing a DSA which "follow [s] the OSI model" is better for the
government than using an architecture which does not "follow the OSI model."
However, the proposal also recommends that working groups be set up to define
protocols for each of the Physical, Datalink, Network, Transport, Session, and
Presentation layers (see Figure 3 of the proposal). This approach will actually
derive no benefit whatsoever from the hundreds of person-years of work which
have gone into the definition of ISO Standard protocols at each of these layers.
This approach, while paying lip service to the standards process by "follow [ing]
the OSI model" will not benefit from commercial implementations of ISO protocols.
Instead, it will increase both the cost (through support of the DSA committees and
working groups) and the delay in obtaining simulator interoperability.

In my opinion, the needs of the government will best be served by defining an Application
Layer protocol for distributed simulations which assumes the existence of real-time
multicast service from the ISO Presentation layer, and then waiting until that service is
actually available, providing an ad-hoc solution in the meantime. This allows the design of
real-time multicast protocols in each layer to be carried out by the international experts
working on those layers, and minimizes the government's investment in specifying and
building machinery which will have to be discarded when the international standards come
into being.
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ABSTRACT

This paper describes the applicability of the SIMNET network
model to various simulation internet topologies.

INTRODUCTION

The development of a standard for networking simulators must
address a number of diverse topics, central topics among which-
are: (a) the architectural model used to define the network,
(b) the communication model used to define how network entities
interact, (c) the form and function of network interactions, and
(d) the representation of network information in a standard for-
mat. This paper presents a discussion of a architectural and
communication models that support a wide spectrum of future net-
working applications.

The SIMNET architecture developed by BBN Systems and
Technologies has been offered as a potential baseline for a
standard for networking simulators. Two open conferences on the
subject have surfaced a number of different issues bearing upon
a potential standard. With due appreciation to the above
sources, this paper describes a different architecture in order
to generalize the simulation internet.

SIMNET ARCHITECTURE

The SIMNET architecture is curious indeed. It is a single
level of machines that are full peers, with each machine expect-
ed to both provide everything that any peer needs, and process
everything produced by all peers. The basic information unit
contains all the information known about the sender.

To obtain efficiency adequate to support a few hundred slow
maneuvering vehicles, the SIMNET system utilizes direct multi-
casting onto a dedicated Ethernet channel. The result is well-
suited to the SIMNET requirement to support a number of essen-
tially identical units at minimum cost. However to meet future
needs, which cannot be accurately predicted, a more open archi-
tecture that can support many types of computers is required.
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in this paper we propose a Simulation Internet Architecture
(SIA) which provides an alternative baseline to that posed by
SIMNET. The first characteristic of our proposed SIA is the
separation of the network topology from the standard. Any stan-
dard should define the interface between a single simulator at
its network interface port, not tae entire network as an entity.
We recommend that the connectionless nature of SIMNET be main-
tained without the presumption of multicast to all entities.
Rather, we propose that the application layer protocol include
query Protocol Data Units (PDUs) in addition to the SIMNET PDUs,
which only state attributes of the sender. As a direct result,
it will become possible to add distinguished entities who pro-
vide information to all simulators, such as weather, which indi-
vidual simulators do not have the problem-wide scope to control.
Such entities, although useful in connecting different types of
simulators, are conceptually prohibited by the SIMNET philosophy
that the network consist only of equal peers. In practical op-
erational situations, this philosophy is simply not affordable.

It is important to note that standardization on our SIA does
not preclude the existence of SIMNET-like implementations. In
the special case in which all simulators are identical and
capable of obtaining everything they need from what each other
sends, outside information sources are not needed. Also, the
inclusion of queries in the standard does not mean that the
queries cannot be answered by the simulator about which they
need information. The result is that SIMNET is an interesting
special case of our proposed architecture, and in certain small
problems it could be chosen as the most effective solution via
engineering design tradecffs. We view this as a favorable re-
sult, in that it allows acceptance of the fundamental soundness
of the SIMNET approach while allowing its functionality to be
extended.

One negative aspect of the SIMNET approach is its introduc-
tion of association and data collection protocols that have lit-
tle to do with the application layer interface of a simulator to
its network interface port. We propose that all these non-simu-
lation protocols be eliminated from any standard. The existence
and interface to these types of operations is not a suitable
topic fnr an interopeiability standard. Operations addressed by
these protocols ought rather to be handled by network internal
mechanisms standardized separately as part of GOSIP or whatever
protocol stack on top of which the SIA application layer proto-
cols operate.

COMMUNICATIONS MODEL

Three basic operations establish the application layer in-
terface between a simulator at its network interface port:
(a) the port may provide some data present on the network;
(b) the simulator may provide state information about itself for
presentation on the network; and (c) the simulator may provide a
query describing data that it desires. All these operations are
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assu:ed by the network. The network merely accents data, accu-
rately stamps it with a precise time of presentation and them
makes its best attempt to deliver it.

It is likely that the box that implements the network inter-
face port might perform certain intelligent operations. For ex-
ample, it might use the last reported simulator position to se-
lect a subset of the information on the network for presentation
to the simulator. It might use traffic analysis information to
determine which of a multiple of Ethernet or FDDI lines to
transmit its data on. It might maintain internal copies of some
network data so that it could respond to future queries without
producing any network traffic. It might use internal data to
pad a brief network PDU out so that it contains all the informa-
tion required by a SIMNET module. These many types of intelli-
gent network operations must be considered part of the network
design, and they are wholly inappropriate for inclusion in an
interoperability standard because they require design tradeoffs
that cannot be made once and for all without excluding a signif-
icant number of applications.

Certain situations will benefit from the use of a connec-
tion-based protocol extension. Among the applications for which
SIMNET currently uses such a protocol for is the remote initial-
ization of a simulator from the System Control Console (SCC).
We believe that this is not a good topic for standardization,
although nothing we propose would prevent this from being done.
We view this decision as a design one that each developer should
be free to make in that there is no interoperability goal in
this area.

We do not believe it is either desirable or likely that a
user would want to use a SIMNET SCC to initialize an existing F-
18 weapons simulator that already has an instructor/control sta-
tion. Although it makes fine sense for a SIMNET SCC to use the
network to initialize positions and similar functions, the
flight simulator control station directly wired into the main
computer would be needlessly constrained if forced to use the
network. Most significantly, by using a strict application
layer model for the simulation protocol, the addition of a con-
nection-based initialization protocol costs nothing for those
who do not use it. The flight simulator would require no modi-
fication in response to initialization protocol changes made in
the SIMNET SCC. This further argues against standardization of
simulator specific operations such as initialization. When
these protocols are added, they can use lower-layer connection
protocols to connect to individual simulators and negotiate as
needed. Once a one-to-one connection is established, the dialog
should be strictly up to the two simulators, in our opinion.
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Security is a significant concern for the integration of
weapon system simulators into the network. Use of simulators to
evaluate weapons and/or establish tactics and doctrine elevates
security concerns to a critical level. Security evaluation of
simulator software would impose an unacceptable cost and sched-
ule impact just to support networking. External devices will be
required to implement security policy. To remain compatible
with these devices, the simulation protocol must be.an applica-
tion layer protocol. Security protocols defined for such activ-
ities as key management already have application layer inter-
faces. Disrupting their assumptions about the protocol stack
would invalidate their assurance proofs and inflict significant
evaluation costs

RECEIVED NETWORK DATA PDUs

Three types of information are presented to the simulator:
time stamp of when the data was produced; time stamp of when the
data was given the simulator; and PDU contents as defined in the
next two sections. With respect to time stamp concepts, we sup-
port the 32-bit integer time stamp format proposed and defined
by Dr. A. Katz in position paper 008-01-90.

OWN STATE INFORMATION PDUs

Own state information PDUs follow the basic concepts of ap-
plication layer PDUs presented in SIMNET and various position
papers. A complete description of the form and representation
that we recommend is presented in our other position papers,
131.rsc.209 and 437.mrc.100.. Most naming changes are presented
only to avoid the term vehicle, in that this term applies to no
more than half the entities in a simulation and its application
to such things as artillery rounds in flight and drifting clouds
of smoke adds more confusion than is acceptable in a standard
for the future. Words that appear inside angle brackets are
specific terminal fields in the PDUs, as defined in 131.rsc.209
(e.g. <sample terminal>).

Identification PDU. - The Identification PDU provides informa-
tion about the entity that never changes, such as its <ID num-
ber> and <entity type>. The transmission of this PDU with a
previously unseen <ID number> constitutes the creation of a new
entity.

Configuration PDU. - The Configuration PDU provides information
about the entity that represents changes in its appearance for
which an understanding of its <entity type> is required. For an
M2 vehicle, this would include the position of the TOW launcher.
For an Ml tank, this would include the position, rotation rate
and elevation rate of the gun. For an F-18 aircraft it would
include the stores visible on each wing pylon. Firing a weapon
having visual effects results in a new configuration PDU.
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entity that is independent of its <entity type>. it includes
its <position>, <velocity>, <orientation>, <rotation rate>, and
<articulations>.

Explosion PDU. - The Explosion PDU indicates the release of a
certain amount of energy at a given location. This PDU applies
primarily to munitions and missiles.

Damage PDU. - The Damage PDU provides the same information as
the Configuration PDU which resulted from the explosion of an
entity whose <ID number> is contained within the PDU. The dif-
ferentiation between this and the Configuration PDU is to sup--
port the presentation of damage to an entity in a simulator that
does not fully support its <entity type> with imagery/symbology
for all configurations. It also may be used by a weapon simula-
tor to verify that an explosion PDU was understood, as some
weapon simulators might have the capability to cause their net-
work interface to repeat explosion PDUs to assure delivery.

Property PDU. - The Property PDU is used to convey a specific
named property of the entlity. The property is identified by the
<property string> upon which the meaning of the values transmit-
ted depends.

Error PDU. - The Error PDU is used in response to a query type
of PDU to which the identified entity cannot otherwise respond.
It indicates that the entity does not know the desired informa-
tion. The transmission of an error PDU might signal a distin-
guished entity to provide default information. It is thus pos-
sible that a query type of PDU could result in both an error re-
sponse and a data response, in which case the data response
should be used.

QUERY PDUs

Query PDUs follow the same basic concepts as the other ap-
plication layer PDUs presented above. A complete description of
the form and representation that we recommend please refer to
our other position papers, 131.rsc.209 and 437.mrc.I00. Most
simulators will want to utilize an algorithm for determining who
ought to respond to the "all" and "general" PDUs described
below. Alti,*ugh we feel no such algorithm ought to be required,
the waste of network bandwidth that would result if every simu-
lator responded to a general query will require the use of some
algorithm. Dissimilar simulators can be interconnected more
readily if an additional arbitration algorithm is not placed on
both. A few duplicate messages is a reasonable price to pay in
exchange for greater flexibility. The use of "all" PDUs may be
discouraged by some network administrators. The recommended way
to come up to speed on an exercise in progress is to determine
which entities are appropriate and then send specific query type
PDUs to them.
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Identification PDU.

Query Confiquration PDU. - The Query Configuration PDU asks the
specific entity whose <ID number> is provided to transmit an
Configuration PDU.

Query Position PDU. - The Query Position PDU asks the specific
entity whose <ID number> is provided to transmit an Position
PDU.

Query All Identification PDU. - The Query All Identification PDU
asks all entities to transmit an Identification PDU.

Query All Configuration PDU. - The Query All Configuration PDU
asks all entities to transmit a Configuration PDU.

Query All Position PDU. - The Query All Position PDU asks all
entities to transmit a Position PDU.

Query Property PDU. - The Query Property PDU asks the specific
entity whose <ID number> is provided to transmit an Property PDU
with the specific <property string> provided.

Query General Property PDU. - The Query General Property PDU
asks that any entity who knows the value of the specific <prop-
erty string> provided to transmit an appropriate Property PDU.

Query General Location Property PDU. - The Query General
Location Property PDU asks that any entity who knows the value
of the specific <property string> provided at the specific loca-
tion to transmit an appropriate Property PDU. This PDU allows a
simulator to query information about a specific location to up-
date or extend its terrain database.

CONCLUSION

While the SIMNET protocols have laid the foundation for a
simulation internet, better architectures and communication mod-
els can improve its achievability. Extensions to support
queries are desirable to more easily support diverse networks.
The fundamental concepts of dead-reckoning and providing a mini-
mum level of interaction with unfamiliar simulators are support-
ed and continue to provide the same functionality they do in
SIMNET.
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ABSTRACT

This paper defined the specific representation and units for
values transmitted within the simulation internet. The objec-
tive of this system of units is to provide: (a) sufficient accu-
racy that user-perceptible jumps do not occul, and (b) represen-
tations using a minimum amount of network traffic, both without
jeopardizing real-time performance.

INTRODUCTION

The development of a standard for networking simulators must
address a number of diverse topics, central among which are:
(a) the architectural model used to define the network, (b) the
communication model used to define how network entities inter-
act, (c) the form and function of network interactions, and (d)
the representation of network information in a standard format.
This paper presents the notation and units of values used in the
Protocol Data Units (PDUs) presented in our position paper ref-
erence 131.rsc.209.

The SIMNET PDUs and their notations developed by BBN Systems
and Technologies have been offered as a potential baseline for
such a standard. Two open conferences on the subject have sur-
faced a number of different issues bearing on a potential stan-
dard. With due appreciation to the above sources, this paper
describes a different set of notations and units in order to
generalize the simulation internet.

UNIT SELECTION STRATEGIES

The selection of units and notations for a MIL-STD must take
into account the long-range effects of the decisions. The ob-
jective ought not to be simply to select the best of today's
ideas but also to assure that -future better sol.tions are not
excluded. Given the pace of change in the computer world, this
is a tall order, but we believe the recommendations of this
paper address likely long-term issues.
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floating-point numbers. Although the IEEE floating-point stan-
dard is very popular, it is far f'rom universal. Many companies
make machines that perform best with another floating-point
standard. The most notable of these other floating-point for-
mats is the Digital Equipment Company format used in DEC/VAX
computers, as well as coprocessors and accelerators for the VAX
made by other companies such as Applied Dynamics and Floating
Point Systems. To exclude the entire VAX family of computers,
or to reduce their performance by requiring time-wasting conver-
sions, seems counterproductive. Even if everyone were to stan-
dardize on format, the cost of floating-point instructions is
still many times that of integer equivalents. This means that
more powerful computers will be required to provide network com-
patibility and reducing the breadth of implementation of the
standard.

All numbers required for the PDUs we recommend can be ex-
pressed in simple integers. Computers with excess floating-
point instructions can perform single multiplies to convert the
units we propose into whatever units they choose, while comput-
ers without the excess capacity can perform quicker integer op-
erations. The benefits are available to all systems, while the
time impact of floating multiplies for conversion is carried
only by those machines possessing the excess capacity.

Using only integer operations makes it more feasible to
retrofit network capabilities into existing simulators. The
only advantage of floating-point numbers is the speed with which
design can be accomplished, because limitz and accuracies need
not be addressed before code can be written. Thanks to SIMNET,
the architectural issues have been investigated and the princi-
ples proven leaving the simple task of investigating and select-
ing units.

Second, we support the SIMNET decision to use only SI units
in that the conversion to SI (metric) units brings the standard
into alignment with the broadest scientific community. The no-
tational choices made result in non-integral scales for some
units, but these notations fall out of measuring angles by the
length of their surface arc and the radius of the earth is not
even in metric or English units,

Third, we recommend measuring all angles with Binary Angle
Measurements (BAMs), the unit used to measure turret rotation in
SIMNET. We use two sizes of BAMs, depending on the accuracy re-
quired. 32-bit BAMs (<BAM32>) divide the 2*pi circle into 2**32
units. 16-bit BAMs (<BAMl6>) divide the 2*pi circle into 2**16
units.

GENERAL POSITION MEASUREMENT

We recommend the Binary Angle Measurement of Latitude and
Longitude (BAMLL) described by Glasgow in "World Coordinate
System," but with a few modifications. A brief description of
BAMLL follows.
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described by latitude, I nca.ude, distance fromr. tne cent-r
of the earth: LON, LAT, and R.

Longitude would be measured by dividing 360 decrees into a
32-bit integer number. This gives an accuracy of 1 bit =
9.3306mm on the surface of the earth at the equator. The lines
of longitude move closer together nearer the poles so that, at
60 degree North latitude, the longitude resolution is 1 bit =
4.7mm. Greenwich would be at 0, and East the positive.direction.

For simplicity latitude would be scaled the same so that
1 bit also = 9.3306mm on the surface of the earth. 0 degree = 0
bits at the South pole, and 180 degrees = 2**31 bits at the
North Pole.

Using the same accuracy for R, 1 bit = 9.33mm, the largest
32-bit integer value that R could represent would be 40 million
meters, over six times the radius of the earth. This choice is
arbitrary, R could as well be defined in millimeters from the
DMA ellipsoid, the geoid, or even some sphere. Our recomnenda-
tion is based on the fact that most common simulators use cubic
units that are similar in X, Y, and Z. The value of similar ac-
curacies was considered of relative importance. For lack of any
good term for this unit of distance measure, we have chosen the
BAM32+ symbol to indicate the length that a one BAM32 arc sub-
tends at the equator. An unsigned 16-bit number expresses a
distance in BAM32+ units covering over 600 meters. This allows
worldwide measurements to be made at course, 600 meter, resolu-
tion using a 16-bit number. Similarly, short distances of
under 600 meters can be mcasured using a 16-bit number.

ADVANTAGES

First, BAMLL converts directly into the common latitude and
longitude coordinate system. Although this may not have any
real-time computational advantages, it does make conversion to
and from existing mapping data a staight forward process.

Second, any global position can be converted to a local
topocentric position and vice-versa without any complex matrix
conversion calculations. Since many existing simulators use a
topocentric Cartesian coordinate system, they could interface
with a BAMLL global coordinate system without major modifica-
tions.

Over 50km distances typically used in training scenarios,
the error in position between the global coordinate system and
that of a topocentric Cartesian coordinate system is around 1%.
This is adequate for many simulations and no corrections will be
necessary. Over small distances (Ikm) the error in distance is
0.001%, or about 1 BAM32+. Therefore, if corrections in position
are required, they will not have to be computed continuously.
Updating one's position every kilometer traveled will produce
jumps of no more than the 1 BAM32+ being reported, and so they
will not be visible.
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A simple formula for converting BAMLL position to a topocentric
Cartesian position is:

Y - Yref[mm] = 9.33[mm per BAM] * (LAT - LATref)

X - Xref[mm] = 9.33[mm per BAM] * (LON - LONref) * sin(LAT)

assuming LAT and LON measured as described above. It should be
noted that sin(LAT) in the above formula does not require calcu-
lation of a trig function very often. The sin() function
changes most rapidly at the poles, not the most common spot, and
at 90 degrees north a 0.01% change in value requires a change of
over 20km in position. This would be accurate enough for many
simulations, and would allow future simulators to use the global
position standard internally, where a topocentric Cartesian co-
ordinate system is often used now.

Third, by representing position as integers, the time for
mathematical calculations is decreased. Although the actual time
used by a processor to perform calculations is dependent upon
the implementation, algorithm, compiler, and host processor, it
has been our experience with a variety of processors that the
same calculations can be completed in much less time using inte-
ger rather than floating-point calculations.

Other time savings are possible when angles are measured in in-
teger values. In some of our microprocessor simulators using
BAMs we have used look-up tables in place of Sin and Cos calcu-
lations. A Sin and Cos lookup table of 32-bit values accurate to
15 seconds of arc requires 86 Kbytes of memory, not a great deal
at current DRAM prices. Lookup tables are much faster than any
transcendental Sin functions, but actual time savings depend
upon the implementation and microprocessor.

Fourth, many range calculations can be performed in two
dimensions. The difference in altitude for most naval, ground,
or air simulations is negligible compared to range in the X and
Y direction. If, for example, a simulator was sorting out all
other simulators' positions at ranges more than 5 km away, a
two-pass range calculation could be implemented. In the first
pass, only a rough range calculation is necessary, eliminating
the majority of inputs before the second pass calculates an
exact range.

The first pass, using the formula

abs(X - Xo) >= Range or abs(Y - Yo) >= Range

to compute a rough range value, requires only two calculations,
two sign manipulations,two comparisons, and one Boolean opera-
tion.
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calculation in 3 dimensions using his proposed Geocentric
Cartesian system, is:

X < Xo - R or X > Xo + R or Y < Yo -R or Y > Yo + R or Z < Zo -

R or Z > Zo + R

It would require six calculations, six comparisons, and five
Boolean operations. Clearly our method using BAMLL positions is
more efficient.

Fifth, the data size of BAMLL (3 x 32 bits = 96 bits) is
one-half of the 192 bits required by the Geocentric Cartesian
coordinate system proposed by Burchfiel. That implementation
would require three 64-bit floating-point numbers. Using BAMLL
would immediately save 96 bits of position data.

GENERIC TYPE IDENTIFICATION

Evaluation of the SIMNET notations haq raised several issues
related to the representation of different types of objects as-
sociated with various organizational roles. The primary concern
is that a medium-fidelity tank simulator need not know the exact
configuration of an aircraft to represent it as fully as it can.
Knowing that it is a fighter and either friend or foe is proba-
bly sufficient to provide the tank commander with an adequate
image. In contrast, a sophisticated EW simulator may need to
know what version of anti-air missile the fighter is carrying to
present correct displays so that its operator chooses the cor-
rect countermeasure. The typing system must be accurate enough
to support the EW simulator without requiring the tank simulator
be updated whenever a new missile is introduced.

We believe that no encoded numerical notation can do the job
adequately, and we propose the introduction of a hierarchically
structured string designation to support continuous expansion of
detail in these situations. The string would be delimited into
blocks by "." characters. Each simulator would be free to parse
out as many fields as it could understand. Due to the length of
these strings, their static nature would be used to transmit
them only once when the entity comes on-line.

SPECIFIC FIELD TYPES

The fields in the PDUs presented in our position paper ref-
erence 131.rsc.209 were defined in a notation- and units-inde-
pendent way. This paper recommends units and notation for each
field type.
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record

site <number>;
host <number>;
entity : <number>;

end record;

<entity type> - Identifies type of network processing the
entity receives. This has little to do with
what type of machine it is, as such diverse
weapons as tanks and patrol boats have the same
network needs.

type EntityKind is (Irrelevant-Class, -- None of the others
Static Class, -- Does not move or shoot
Platform Class, -- Does not move
Mobile_PlatformClass, -- Moves, not articulated
Articulated Platform Class, -- Complex motion
InvisibleObserverClass, -- Unseen point of view
Airborne Class, -- Does not shoot
AirbornePlatformClass, -- Normal aircraft
Projectile Class, -- Ballistic round(s)
Missile Class, -- Non-ballistic weapon
Cloud Class, -- Smoke or NBC clouds
FlareClass, -- Point light source
Emitter Class, -- Point EM source
Sensor_Class); -- Sensor capability

<time stamp> - Identifies time after the hour as defined by
Dr. A. Katz in his position paper.

type TimeStamp is integer range 0..4294967295;

<weapon system> - Identifies make and model of weapon system

that the entity simulates.

type Weapon_SystemDescriptor is string(0..512);

The string would contain at least six hierarchical demarcations,
Defined as follows:

1. Country of design
2. Country of deployment
3. Armed Forces branch of deployment
4. Operational function code (assigned by branch)
5. Model
6. Version
7. Block or subversion
8. Configuration
9. Optional subsystems, as many as exist

10. Serial number
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The Ml Abrams Main Battle Tank could be
"USA.USA.USA.M.l.Al..Platoon Leader.SINCGARS.123456789".

A namin? vocabulary will be required to assure that spelling
and punctuation is consistent across all simulators. We feel
that this vocabulary ought not be part of the standard, but
rather a separate document administered by an appropriate joint-
service panel. Of particular concern is the unified determina-
tion of weapon stations/pylons on aircraft as a large number of
different configurations of stores can be supported. It will be
necessary to comrmunicate the standard num7bering of stations to
avoid inconsistent presentations between simulator visual sys-
tems.

<orcanization ID> - Identifies the entity's place in the field
structure.

type OrganizationalUnitDescriptor is string(0..512);

The string would contain at least five hierarchical demarcations
beginning as follows:

1) Country of deployment
2) Armed Forces branch of deployment
3) Corps, Fleet, or Command within the Branch
4) Division, Navy Squadron
5) Brigade, Regiment, Vessel, Wing
6) Battalion, Air Force Squadron
7) Company, Battery, Troop, Flight
S) Pwatoon, Element
9) Section

10) Squad
11) Individual

<sensor data> - Identifies the entity's sensor suite.

type SensorDefinition is
record
Band string(0..31);
Gain : <number>;

-- Units: dB

Range : <32-bit number>;
-- Units: BAM32+

Operational : <number>;
-- Units: cperational % of capability

cnd record;
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of fire from a weapon when it is discharged.

type WeaponDefinition is
record
Caliber : <number>;

-- Units: millimeters
Ammo Count : <number>;
Ammo : array (1..AmmoCount) of

record
AmmoName : String(0..12);
Quantity : <number>;

end record
end record;

<fuel data> - Identifies fuel stores.

type Fuel Class is (Gasoline, Diesel, Kerosene, JP4, Oil, Lube);
type Fuel Definition is

record
Kind : Fuel Class;
Liters : <number>

end record;

<articulation> - Identifies how the entity is articulated.

type Articulation Class is (Rotary, Linear);
type Articulation-Definition is

record
Kind : ArticulationClass;
DOF : <number>
Parameter : array (I..DOF) of <number>;

end record;

Numbers

In all these definitions, either 16-bit or 32-bit unsigned inte-
gers are used. These must in general be subtypes because Ada
compilers are not required to support specific word sizes. In
other implementation languages, there may be a more direct path
to this definition.

type <number> is integer range 0..65535;
type <32-bit number> in integer range 0..4294967295;

Basic Encoding Rules

We support the position presented by Michael Sabo in his ISP
position paper section 6.0 that the ASN.1 basic encoding rules
should be used to translate the high-level structures presented
here in Ada into bits for the lower protocol layers to transmit.
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ABSTRACT

This paper describes the specific protocol data units (PDUs) appli-
cable to a general-purpose simulation internet.

INTRODUCTION

The development of a standard for networking simulators must
address a number of diverse topics, central topics among which are:
(a) the architectural model used to define the network, (b) the
communication model used to define how network entities interact,
(c) the form and function of network interactions, and (d) the rep-
resentation of network information in a standard format. This
paper presents the form and function of messages that follow the
architectural and communication models presented in our position
paper reference 131.rsc.208.

The SIMNET PDUs developed by BBN Systems and Technologies have
been offered as a potential baseline for such a standard. Two open
conferences on the subject have surfaced a number of different is-
sues bearing on a potential standard. With due appreciation to the
above sources, this paper describes a different set of PDUs in
order to generalize the simulation internet.

GENERIC FIELD TYPES

The fields in the PDUs presented in this paper are defined in a
notation- and units-independent way to allow separate discussion of
units and notation. The related position paper reference 437.mrc.
100 provides our recommended notations and units. These PDUs pro-
vide the connectionless communication between simulators, and are
intended as an application layer datagram protocol. The possibili-
ties for connection-based extensions is discussed in our position
naper reference 131.rsc.208, although we have no specific connec-
tion-based PDU recommendations at this time.
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The following definition describes the overall structure of all
PDUs. Data types used within other position papers are expressed
inside angle brackets (e.g. <ID number>) to improve readability.
As a result, the following fragments are not valid Ada unless the
actual type names are inserted.

type SimulationPDU(Kind : SimulationPDUKind) is
record
Version : SimulationProtocolVersion := VersionFeb_9C;

-- To distinguish this protocol from the SIMNET one
PDUKind : SimulationPDU Kind := Kind;

-- Identifies the type of PDU
Exercise : Simulation Exercise ID := Current Exercise;

-- Identifies which exercise(s) the entity is in
Entity : <ID number> := OwnShipID Number;

-- Identifies entity to which the PDU refers
Source Time : <time stamp>;

-- Identifies when the PDU was created
Receive Time : <time stamp>;

-- Identifies when this simulator received the PDU
case Kind is
when Identification PDU =>

Identification : IdentificationVariant;
when ConfigurationPDU =>

Configuration : ConfigurationVariant;
when Position PDU =>

Position : Position Variant;
when ExplosionPDU =>

Explosion : Explosion_Variant;
when DamagePDU =>

Damage : DamageVariant;
when Property_PDU =>
Property : <property list>;

when Error PDU =>
Error : Error Variant;

when Query_Identification PDU =>
QueryIdentification : Query_IdentificationVariant;

when Query_ConfigurationPDU =>
Query_Configuration : Query_Identification Variant;

when Query_Position PDU =>
QueryPosition : Query_IdentificationVariant;

when QueryAll Identification PDU => null;
when Query_AllConfiguration PDU => null;
when Query_All PositionPDU => null;
when Query_PropertyPDU =>

Query_Property : Query_PropertyVariant;
when QueryGeneralProperty_PDU =>
QueryGeneralProperty : Query_GeneralProperty_Variant;

when Query_GeneralLocation_Property_PDU =>
QueryLocationProperty : Query_LocationVariant;

when others => null;
end case;

end record;
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Identification PDU. The following are non-changing attributes of an
entity. This PDU contains the static qualities preserted in the
SIMNET VehicleAppearance and ActivateRequest PDUs. The rationale
for eliminating the Activate PDUs is that the initialization of a
system is not a generic problem, it should be handled via a connec-
tion-based extension. This PDU assumes that a given entity will
not change its organization and marking characteristics during an
exercise. This does not mean that a single simulator cannot change
sides, markings, or crews, but only that it becomes a new network
entity when it does so.

type IdentificationVariant is
record
Entity Kind : <entity type>;

-- Gives network characteristics of the entity
Entity_System : <weapon system>;

-- Identifies the entity's weapon system
OrganizationalElement : <organization ID>;

-- Hierarchical identification of the entity in terms
-- of its role in this exercise

Marking : Vehicle Marking;
-- Identifies the symbol seFt and marking of the entity

Maximum Velocity : <velocity>;
-- Identifies the maximum velocity that can be attained

Maximum Firepower : <number>;
-- Identifies the maximum number of exploding entities
-- that this entity will create

end record;

Configuration PDU. The following are specific characteristics about
the entity that are type dependent and variable. It is important
that static configuration parameters (e.g. gross weight of an Ml
tank = 60,000 kg) need never be transmitted. If some simulator
needs to know the weight of another vehicle that information can be
determined from the <weapon system> data in the identification
field. Alternatively, it could be queried so that the other simu-
lator or a third party data server could provide the data.

type ConfigurationVariant(Kind.:- <entity type>) is
record

case Kind is
when Irrelevant Class => null;

-- No significant configuration data for artifacts
when Static Class =>
Changed_Properties : <property list>;
Sensor Count : <number>;
Sensor : array (l..Sensor Count) of <sensor data>;
-- Static entities may have <weapon system> dependent
-- characteristics and sensors
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Changed Propert i e .-p ,.,pirt y
Sensor Count : <number>;
Sensor : array (I..Serisor Count) of <sensor data>;
WeaponCount : <num-nber>;
Weapon : array (l..WeaponCount) of <weapon data>;

-- Supports fixed gun emplacements
wthen Mobile PlatformClass =>

Changed_Properties-: <property list>;
Mobility_Status :.<SIMNET MotiveSubsystems status data>;
Fuel : <fuel data>;
SensorCount - <number>;
Sensor : array (l..Sensor Count) of <sensor data>;
WeaponCount : <number>;
Weapon : array (l..Weapon Count) of <weapon data>;
-- Supports mobile guns and similar platforms

when Articulated Platform Class =>
ChangedProperties : <property list>;
Mobility_Status : <SIMNET MotiveSubsystems status data>;
Fuel : <fuel data>;
Sensor Count : <number>;
Sensor array (l..SensorCount) of <sensor data>;
Turret Count : <number>;
Turret : array (l..TurretCount) of

record
Turret Status <SIMNET TurretSubsystems status data>;
Turret-toMidlineAngle : <articulation>;
WeaponCount : <number>;
Weapon ; array (1..WeaponCount) of <weapon data>;

end record;
ArtCount <number>;
Articulate array (1..Art Count) of <articulation>;
-- Supports tanks, ships, and other complex vehicles

when InvisibleObserverClass =>
ChangedProperties : <property list>;
Sensor Count : <number>;
Sensor : array (1..Sensor Count' of <sensor data>;
-- Supports "stealth" and Instructor vehicles

when AirborneClass =>
Changed-Properties : <property list>;
Mobility_Status : <SIMNET MotiveSubsystems status data>;
Fuel : <fuel data>;
Sensor Count : <number>;
Sensor : array (1..Sensur Count) of <sensor data>;
-- Supports unarmed air vehicles

when Airborne PlatformClass =>
ChangedProperties :-<property list>;
Mobility_Status : <SIMNET MotiveSubsystems status data>;
Fuel : <fuel data>;

Sensor Count : <number>;
Sensor : array (l..Sensor Count) of <sensor data>;
WeaponCount : <number>;
Weapon : array (l..WeaponCount) of <weapon data>;
ArtCount <number>;
Articulate array (l..Art Count) of <articulation>;
-- Supports normal air vehicles
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Rounds Count : <number->;
Rounds Rate <number>;
Tracer Count : <number>;
-- Supports rounds that follow ballistic rules. See
-- discussion of Explosion PDU for d:tails

when Missile Class =>
Changed_Properties : <property list>;
Mobility_Status : <SIMNET MotiveSubsystems status data>;
Fuel : <fuel data>;
Rounds Count : <number>;
Rounds Rate : <number>;
Tracer Count : <number>;
Sensor Count : <number>;
Sensor : array (l..Sensor Count) of <sensor data>;
-- Supports and guidable munition or missile

when Cloud Class =>
Changed_Properties : <property list>;
Density : <number>;

-- Units: 0..32767 partial fraction, of atmosphere
MeanHeight : <distance>;
Mean Width : <distance>;
MeanLength : <distance>;
-- Supports clouds of smoke, chemical, and other agents

when Flare Class =>

ChangedProperties : <property list>;
Radiation Level : <number>;

-- Units: 0..65535 watts
Burn time : <number>;

-- Units: 0..65535 seconds
-- Supports point illumination sources. Configuration
-- PDUs are not sent when burn time is only changed

-- parameter.
when Emitter Class =>
ChangedProperties : <property list>;
Frequency_Count : <number>;
Frequency array (l..Frequency_Count) of

record
Center <32-bit number>;

-- Units: Hertz
Spectral Width : <32-bit number>;

-- Units: Hertz
Radiation Level : <n1miber>;

-- Units: 0..65535 watts
end record;

when Sensor Class =>
Changed_Properties : <property list>;
Sensor Count : <number>;
Sensor : array (l..Sensor Count) of <sensor data>;
-- Supports moving sensors not on a platform

when others => null;
end case;

end record;
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*Iiis PDU contains only the angles involved. The remaining data is
defined in the <articulation> part of the Configuration PDU.

type PositionVariant is
record

Latitude : <BAM32>;
Longitude : <BAM32>;
RadialRange : <BAM32+>;
LatitudeVelocity <BAM32s per hour>;
Longitude Velocity <BAM32s per hour>;
Radial Velocity : <BAM32+s per hour>;
Pitch_Angle <BAM16>;
RollAngle <BAM16>;
YawAngle : <BAMI6>;
Pitch Rate : <BAMI6s per second>;
Roll Rate : <BAMI6s per second>;
Yaw Rate : <BAMI6s per second>;
ArtCount : <number>;
Articulate array (l..ArtCount) of <BAMl6>;

end record;

Explosion PDU. - The Explosion PDU defines the characteristics of
explosive forces. It is possible to characterize an entire burst
of fire in one PDU, but no provision is made for systematic gun
slew. This allows short bursts of a high-rate weapon to be handled
without flooding the network. We propose that no burst be longer
than 30 seconds, but this figure is arbitrary and a doctrinally de-
rived figure would be preferable.

type Explosion Variant is
record
Latitude <BAM32>;
Longitude <BAM32>;
RadialRange : <BAM32+>;
LatitudeVelocity <BAM32s per hour>;
Longitude Velocity <BAM32 per hour>;
Radial Velocity : <BAM32+s per hour>;
Pitch_Angle <BAMI6>;
RollAngle : <BAMI6>;
Yaw Angle : <BAM16>;
Rounds Count : <number>;
Rounds Rate : <number>;
Tracer Count : <number>;
RoundEnergy : <number>;

-- Units- 0..655350 grams of explosive (10x)
Directionality : <number>;

-- Units: 0..65535 fraction of energy directed along
-- the projectile's line of flight (65535 = 100%)

Error Radius : <BAM+>;
-- Defines the circular mean error radius of the burst

end record;
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Damage PDU. - The Damage PDU is distinguished from a simple config-
uration PDU because it identifies a specific explosion as the
source of the damage. This supports systems with otherwise unac-
ceptable PDU loss rates by allowing regeneration of Explosion PDUs.
It also provides enhanced analysis and after-action review by de-
tailing how an entity has been damaged.

type Damage-Variant is
record
Damage Cause : -ID number>;
NewConfiguration : ConfigurationVariant;

end record;

Error PDU. - The Error PDU is used to identify that a property is
not supported by the sending entity.

type Error Variant is
record
Property_Count : <number>
Property : array (l..PropertyCount) of

record
Name : string(l..32);
Name_Length : integer range 1..32;
Value : <32-bit number> := 0;

end record;
end record;

Property PDU. - The Property PDU is used to transmit the value of a
property when there is no change associated with the property.

type <property list> is
record
PropertyCount : <number>
Property : array (1..PropertyCount) of

record
Name : string(l..32);
-Name_Length : integer range 1..32;
Value : <32-bit number>;

end record;
end record;

Defined Properties. We believe that a defined list of property
names ought to be maintained outside the proposed MIL-STD. This
would allow a protocol-independent means of introducing additional
data to the simulation internet. When a new property is needed, a
name not presently used would be assigned. All simulators would
not need to be retrofitted, but would simply produce Error PDUs as
defined above.

In a scenario where typical values provide adequate training,
the requesting simulator could use a static value perhaps based on
the <weapon system> or even <entity type>. If training would be
impacted by the connection of two simulators that do not share a
certain property set, a node on the network could be distinguished
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ccarespond to the Error PDU by prodjcina an appropriate Poct
PDU. in this way, the network could be extended in phases an~d
fielded simulators updated as resources become available, without
impacting operations. These properties are a starting point.

Property Name Value Meaning
--------------------------------------- +-------------------------------------------------

IForce Identifier I= SIMNET ForcelDI
+----------------------------------------+----------------------------------- ---

IOrganizational Unit Array I= SIMNET OrganizationalUnift I
+-------------------------------------+---------- ---------------------------------------

J Simulator Type I = SIMNET SimulatorTypeI
+--------------------------------------+-------------------------------------------------

ITerrain Database I=SIMNET TerrainDatabaselD
-------------------------------------- +-------------------------------------------------

I Can Supply Ammunition I True(=l) or False(=0)I
+-------------------------------------+-------------------------------------------------

I Can Supply Fuel ITrue(=l) or False(=0)I
+-------------------------------------+--------------------------------------------------

ICan Recover Vehicles !True(=1) or False(=0)I
-------------------------------------- +-------------------------------------------------

ICan Recover Crew J Quantity or False (=0)I
------------------- +--------------------------------------------------

ICan Recover Injured I Quantity or False (=0)I
+-------------------------------------+--------------------------------------------------

SCan Repair Vehicles I True(=l) or False(=0)I
+-------------------------------------+--------------------------------------------------

(Can Repair Aircraft I True(=l) or False (=0)I
+--------------------------------------------------------------------------------------

ICan Repair Vessels i True(=l) or False (=0)I
-------------------------------------- +-------------------------------------------------

I Can Repair Submarines I True(=l) or False(=O) I
+-------------------------------------+--------------------------------------------------

IDistinguished Representation I (TBDII
+-------------------------------------+--------------------------------------------------

IOdometer Reading I KilometresI
-------------------------------------- +--------------------------------------------------

IEngine Power I Watts II
-------------------------------------- +--------------------------------------------------

I Battery Voltage I millivolts
+-------------------------------------+--------------------------------------------------

SVehicle Fire I = SIMNET appearance (0:2) 1
-------------------------------------- +-------------------------------------------------+

I Vehicle Dust Cloud I Size of dust could in BAm32+I
-------------------------------------- +-------------------------------------------------

I Vehicle Smoke Cloud I Size of dust cloud in BAN32+I
+-------------------------------------+--------------------------------------------------

I Mean Temperature I Tenths of a degree CI
+--------------------------------------+--------------------------------------------------

IMean Noise Level I BelsI
+--------------------------------------+-------------------------------------------------+

IMean Wind Speed I BAM32+ per hourI
+--------------------------------------+-------------------------------------------------

IWind Direction J BAM32I
+--------------------------------------+-------------------------------------------------
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Query operations could be handled as a connection-based exten-
sion to the protocols using the same PDUs simply by deleting the
Target ID fields and making that information part of the connec-
tion. Their inclusion is recommended because they provide a sig-
nificant bcnefit when the use of intelligent network components is
considered. In a system with intelligent agents there would be no
need to relay a query all the way to the target simulator. In the
minimalist case where no network intelligence is available it is
equivalent to handle queries as connectionless or connection based.
In this situation, we prefer the connectionless approach because it
is more powerful in future applications.

Query Identification PDU, Query Configuration PDU, and Query
Position PDU. All tnree of these PDUs request the designated entity
to transmit a PDU when it would normally not do so because no in-
formation has changed.

type QueryIdentificationVariant is
record,
Target_ID : <ID number>

end record;

Query All Identification PDU, Query All Configuration PDU, and
Query All Position PDU. All three of these PDUs request all enti-
ties to provide the requested information. No information is spec-
ified.

Query Property PDU. The target is provided a list of properties of
interest to the sender. If some properties are not supported, they
are returned in an Error PDU. Supported properties are returned in.
a normal Property PDU.

type Query_Property_Variant is
record
Target_ID : <ID number>
Property_Count : <numLer>
Property array (l..Property_Count) of

record
Name string(l..32);
NameLength : integer range 1..32;

end record;
end record;

Query General Property PDU. General properties do not have a sup-
ported target; any entity may respond. Error PDUs are never pro-
duced. When an entity does not support a property, it remains
silent
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Property_Count <number>
Property array (l..PropertyCount) of

record
Name string(l..32);
NameLength : integer range 1..32;

end record;
end record;

Query General Location Property PDU. Location properties do not
have a supported target; any entity may respond. Error PDUs are
never produced. When an entity does not support a property, it re-
mains silent.

type Query_LocationVariant is
record

Latitude <BAM32>;
Longitude <BAM32>;
Radial-Range : <BAM32+>;
RangeErrorAcceptable : <BAM32+>;
Property_Count : <number>
Property array (1..Property_Count) of

record
Name string(l..32);
Name_Length : integer range 1..32;

end record;
end record;

CONCLUSION

The connectionless PDU scheme originated in SIMNET provides a
good concept for network interface design. The proposed changes in
details follow the principles started in SIMNET while generalizing
to a network of broader application.

J
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